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 Thyroid nodule are fluid or solid lump that are formed within human’s gland 
and most thyroid nodule doesn’t show any symptom or any sign; moreover 

there are certain percentage of thyroid gland are cancerous and which could 
lead human into critical situation up to death. Hence, it is one of the 
important type of cancer and also it is important for detection of cancer. 
Ultrasound imaging is widely popular and frequently used tool for 
diagnosing thyroid cancer, however considering the wide application in 
clinical area such estimating size, shape and position of thyroid cancer. 
Further, it is important to design automatic and absolute segmentation for 
better detection and efficient diagnosis based on US-image. Segmentation of 
thyroid gland from the ultrasound image is quiet challenging task due to 

inhomogeneous structure and similar existence of intestine. Thyroid nodule 
can appear anywhere and have any kind of contrast, shape and size, hence 
segmentation process needs to designed carefully; several researcher have 
worked in designing the segmentation mechanism , however most of them 
were either semi-automatic or lack with performance metric, however it was 
suggested that U-Net possesses great accuracy. Hence, in this paper, we 
proposed improvised U-Net which focuses on shortcoming of U-Net, the 
main aim of this research work is to find the probable Region of interest and 

segment further. Furthermore, we develop High level and low-level feature 
map to avoid the low-resolution problem and information; later we develop 
dropout layer for further optimization. Moreover proposed model is 
evaluated considering the important metrics such as accuracy, Dice 
Coefficient, AUC, F1-measure and true positive; our proposed model 
performs better than the existing model.  
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1 INTRODUCTION 

Human body comprises several endocrine organ, thyroid is one of the essential endocrine organ that 

lies in the near the neck below the cartilage, thyroid hormone regulates the metabolism of human body. 

Further, some of the thyroid nodules are of proper margins, some of them are irregular in shape. In general, 

thyroid nodules are categorized into three distinctive form i.e. crystic, solid and integration of both crystic 

and solid nodules, also sometimes classification of thyroid is known as isoechoic, hypopechoic or 

hyperechoic. Moreover in last decade it is observed that thyroid cancer has been increasing with rate of 4.5% 

[1], and through the research it was found that united states have reported more than fifty thousand cases of 

thyroid cancer last year and more than two thousand people have died due to the cancer [2, 3]. In general 
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thyroid nodules are benign with 4.5-6% of malignancy, hence researcher and radiologist recommends 

screening process.  

Moreover, Ultrasonography is of the important and popular tool to evaluate the thyroid nodule. 

Ultrasonography is mainly used due to its cost effective and high sensitivity occurrence. However, it requires 

clinical experience of radiologists to identify the thyroid cancer since the radiologists performs the diagnosis 

based on the nodule characteristics and this makes very much challenging for thyroid cancer detection. 

Hence, several researcher work on computer added design aka CAD to automatically classify the thyroid 

nodules. In general CAD comprises three component i.e. detection of nodule, image feature extraction and 

classification. Detection of nodule is carried through process known as segmentation, segmentation is the 

process of finding probable ROI (region of interest). Moreover, deep learning methodology provides the 
improvisation in image processing, Figure 1 shows the general process of segmentation. Further, it is divided 

into five blocks, first block shows ultrasound image in second block the region is identified later in third 

block model is trained using the any deep learning methodology. Once the model is trained then it is 

segmented and the output is given, several methodologies [4-7].  

 

 

 
 

Figure 1. General procedure for segmentation 

 

 

Segmentation is one of the important role for detecting the nodules and generating the ROI (region 
of interest) in thyroid ultrasound images; moreover absolute segmentation of thyroid nodule helps in 

achieving better performance in CAD model. However, segmentation is one of the challenging task as 

manual segmentation are time consuming and differs from huge variability. Some of the researcher have 

proposed semi-automatic segmentation for ultrasound image, however it solves only the partial problem as it 

still requires human interaction and this further causes in widespread application of CAD model in thyroid 

US-image [8]. Driven by the clinical requirement and demand in application it becomes top most priority to 

develop the full automatic method; further researcher have focused on active contour based mechanism to be 

applied on either level set form or parametric form [9]. Although active contour helps in finding the probable 

region, it is totally dependent on pre-processing and initialization, this possesses high error rate of learning if 

pre-processing fails. Other researcher have also developed conventional learning method, however these 

worked in parts and fail to achieve absolute segmentation since most of the method are based on the 

handcrafted features. Extracting the feature is another complicated task which requires selecting feature and 
integrating feature through classifier.  

In any image processing technique segmentation plays an important role as inaccurate segmentation 

might lead to misdiagnoses, especially which are boundary based. Moreover accurate segmentation is 

considered as the basis of difference between malignant and benign, further thyroid gland segmentation is 

basic need for estimation of thyroid volume. Thyroid volume is used for analyzing the secretion of thyroid 

hormone, this needs to be considered as priority as it helps in finding the thyroid abnormality. However 

clinically it is highly improbable for estimating these characteristics through humans. Hence, segmentation is 

very important in gland segmentation and nodule segmentation. Moreover Ultrasound Image segmentation 

has been part of research from past few decades and most of them were machine learning based as machine 

learning performs better than any traditional model, However machine learning method does face some 

serious issue such as these method requires adequate amount of marked dataset and it takes lot of time to 
train the model. Considering these facts we have developed a segmentation model to find the region of 

interest. The contribution of this research are highlighted through the below points. 

a) At first we address issue of conventional U-Net architecture, these issue includes the problem of low 

image resolution, high resolution and optimization in number of pooling 

b) We propose an improvised U-net for thyroid cancer image segmentation, the main aim of proposed 

model is to find the ROI. 
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c) Improvised U net focuses on achieving the High level feature map and low level feature map to avoid 

the resolution problem occurred in basic U-Net architecture.  

d) Further in order to achieve the better performance optimization is carried out through dropout layer 

e) Proposed model is evaluated considering standard dataset. 

f) Further Improvised U-Net is evaluated considering performance metric such as Dice Coefficient and 

truth positive rate. 

This research work has been designed in a standard work, as first section involves background about 

thyroid, thyroid cancer and its various aspect, further in the same section we highlight the shortcoming of 
some of the existing segmentation model. Further, in same section we discuss motivation and contribution of 

this research work. Second section discuss the overall Improvised U-net model along with its mathematical 

formulation, Improvised U-Net is evaluated in third section considering various performance metrics.  

 

 

2 RELATED WORK 

According to different segmentation targets, the studies of thyroid ultrasound image segmentation 

are divided into two directions, namely, thyroid gland segmentation and thyroid nodule segmentation. 

Although the targets of the two segmentation applications are different, the method categorizations of the two 

segmentation applications are roughly the same. In [10], compared all the three segmentation method which 

includes LRAC (localized region) [11], ACWE and DRLSE (distance regularized) [12]; LRAC used local 

parameter for constructing energy function for segmentation, in here background and foreground considering 
the small local areas; here each point is considered in separate way for optimizing the local energy. DRLSE 

helps in utilizing the external energy and distance regularization term for achieving the desired edges through 

contour; further they implied the these three model to segment the thyroid ultrasound images. Further, it is 

observed that LRAC observed the shortest iteration with better accuracy, however they did not give the 

evaluation results in case of thyroid gland in US-image; similar case was observed in [13]. Few researcher 

used graph cut [14] for segmenting the thyroid US-image, graph cut is popular and important optimization 

algorithm which associate the segmentation problem with the min-cut problem; however this method was 

based on semi-automatic method and further it requires manual sketch of background and foreground in US-

image. Moreover, graph cut model is used for segmenting the 1416 2D images and dce coefficient as 

considered for evaluation and achieves 76.5%. In [15], developed an automatic segmentation method for 

multiple organs, which was mainly based on echogenicity similarity, however it failed miserably due to its 
accuracy issue. In recent some of the method like [16] developed U-net based CNN and achieves the dice co-

efficient of 0.876, it was better than their traditional approach, further [17] which was another U-net based 

CNN and achieves poor results of dice coefficient value of 0.538 considering thyroid gland. They used radial 

based-NN and patch based classification is used for training and achieves the accuracy of 96.52, however the 

result was mainly based on selected images. In [18], developed another automatic method which showed that 

manual tracing is better for segmentation and does provide the better understanding of methodology due to 

tracing, however it requires highly experienced radiologists [19, 20] developed an automatic method for 

segmenting the thyroid glands in 2D images, this method was named on RBFNN. Further 3D thyroid 

volumes were estimated based on 2D image. Here segmentation is considered in four step i.e. Image 

enhancement and probable region identification, extracting features and training RBFNN along with thyroid 

recovery. Moreover Image processing was carried out to speckle noise and enhance the ultrasound image and 
hence reduce the computation amount. Furthermore, in few methods 2D thyroid ultrasound image, vertical 

projection is carried out to for locating the probable region. It used AWMF and morphological operation is 

proposed for speckle noise reduction, further gray level compensation is used for contrast adjusting between 

the thyroid and background. They applied six texture feature which includes mean, variance, coefficient, 

histogram and block difference and intensity difference. RBFNN comprises three layers namely input layer, 

hidden layer and output layer [21] adopted the segmentation of thyroid gland based on the machine learning 

methods and support vector machine, here the whole segmentation was parted into two distinctive parts i.e. 

thyroid gland segmentation and nodule recognition. Thyroid gland segmentation contains three parts i.e. 

image enhancement, speckle noise and increasing the image quality [22]. Proposed FNN for segmentation 

purpose, here nine different features were considered which includes the thyroid gland region, histogram 

energy, histogram kurtosis, histogram skewness, histogram entropy, histogram variance standard deviation, 

mean, HAARV and HAARM, their accuracy was better, however they considered only limited set of images. 
In [23], developed a method which was trained with supervised learning algorithm for constructing the 

classifier, the main drawback was that it was tested on dataset of 5 images [24]. Proposed U-net model to 

segment the whole segment considering encoder and decoder, here encoder is responsible classifying and 

identifying the ultrasound image pixel and decoder was used for finding the specific part of the location. Here 
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to avoid the overfitting data augmentation is carried out, this model considers the fair amount of data for 

model evaluation and achieves better than the other model.  

 

 

3 PROPOSED METHODOLOGY 

Segmentation is one of the primary steps in identification of thyroid cancer, further U-Net has 

gained popularity due to its capability of analysing the biomedical image and promises better efficiency. 

However, conventional U-Net architecture has several drawbacks. Main drawback is low-resolution image 

information in designed feature maps, this directly effects the efficiency of the model. Other drawback is it is 

very difficult to optimize the pooling operations, hence to avoid such issue we developed Improvised U-net 
where apart from the conventional U-net two feature map are designed namely high level and low level 

which helps in avoiding the low resolution issue. In here at first we design the U Net which is biomedical 

architecture of convolution neural network, later two feature maps are designed.  

 

3.1.   Preliminaries 

U-net has Convolution layer, which comprises two operations i.e. Convolution and activation along 

with pooling; convolution layer reduces the computational complexities through distributing kernel co-

efficient for each feature map. Further, it generates various features in spatial domain and each layer has 

several kernels. Moreover, output of convolution layer and pooling in fully connected layer is computed in 

fully connected network. Fully connected network is given in the below,  

 

ℯ 
𝑘 = {ℯ1

𝑘 , ℯ2
𝑘 , … … , ℯ𝑚𝑘

𝑘 } (1) 

 

Similarly kernel is given as, 

 

𝒴 
𝑘 = {𝒴1

𝑘 , 𝒴2
𝑘, … … , 𝒴𝑚𝑘

𝑘 } (2) 

 

And bias value is given as, 

 

𝒟 
𝑘 = {𝒟1

𝑘 , 𝒟2
𝑘 , … … , 𝒟𝑚𝑘

𝑘 } (3) 

 

Activation in the kth layer is given in the below.  

 

ℯ𝑙
𝑘 = ℎ (𝒟𝑙

𝑘 + 𝒴𝑙
𝑘 ⊗ ℱ(ℰ 𝑙−1)) ∈ ℰ𝑘 , 1 ≤ 𝑘 ≤ 𝐿𝑗, , (4) 

 

ℯ𝑘 ≡ ℰ𝑘(ℱ(ℯ𝑘−1); 𝛿𝑘), 1 ≤ 𝑘 ≤ 𝑛 (5) 
  

In the above equation, ⊗ indicates the convolution operator, ℎ() indicates the activation function, ℱ 

() indicates down sample pooling as pooling helps in handling the global feature 𝛿𝑘 indicates parameter set of 
kth layer. Moreover, translation variance from pooling helps in reducing the number of parameter. Further 

PReLU is employed for activation and given in the next section.  

 

3.1.1.  Activation through PReLu 

An activation function can be defined as,  

 

ℎ(𝓋) = {
𝓋 𝑖𝑓 𝓋 𝑖𝑠 𝑔𝑟𝑒𝑎𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 𝑧𝑒𝑟𝑜

Α𝓋 𝑖𝑓 𝓋 𝑖𝑠 𝑙𝑒𝑠𝑠 𝑡ℎ𝑎𝑛 𝑜𝑟 𝑒𝑞𝑢𝑎𝑙 𝑡𝑜 𝑧𝑒𝑟𝑜
 (6) 

 

𝓋 indicates non-linear activation input, ℎ is non-linear activation, further to control coefficient of 

negative slope , Α is used as the coefficient controlling; I indicates the variation of non-linear activation on 

the various channels. Moreover, in case if Α is zero then it acts as ReLU, however when Α is learnable 

parameter then it acts as PReLU (Parametric ReLU). We formulate the PReLU equation through below.  

 

ℎ(𝓋) ≡ Α 𝑚𝑖𝑛(0, 𝓋) + max(𝓋, 0) (7) 

 

Α Is parameter which range between 0 and 1; final output (𝒦; 𝛿) of given feed forward is given as,  

(𝒦; 𝛿) = ℯ̃2𝑘−1 (
⋯ ℯ𝑘+1 (ℯ𝑘(⋯ ℯ2(𝐽; 𝛿1); 𝛿2) ⋯ ; 𝛿2);

𝛿𝑛+1) ⋯ ; 𝛿2𝑛−1 ) (8) 
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𝒦 Indicates input signal and 𝛿  is parameter set, further we compute the decoding part and 

convolution output ℯ̃ 
𝑡 is given as in (9),  

 

ℯ̃𝑠
𝑡 = ℎ(𝒹𝑡

𝑠 + 𝓋𝑡
𝑠 ⊗ 𝒲(ℯ̃𝑠−1)) ∈ ℰ 𝑠 , 1 ≤ 𝑡 ≤ 𝒪𝑠, (9) 

 

ℯ̃ 
𝑡 = ℰ̃ 

𝑡(𝓋𝑡
𝑠 ⊗ 𝒲(ℯ̃𝑠−1); 𝛿𝑛+1), 𝑛 + 1 ≤ 𝑡 ≤ 2𝑛 − 1 (10) 

 

In the above equation, 𝒲( ) indicates up pooling which recovers the original matrix size, further 

convolution kernel is used for decoding and bias value is used for decoding in rth layer, also ℯ̃𝑠−1 and ℯ 
𝑠−1is 

equal if t = n + 1.  

 

3.2.  U-Net 
A simple U-net architecture is shown in figure, where the intermediate level U-Net is applied for 

low resolution image. In here given input image ℎ is first filtered using the local filter Ξ, later it is optimized 

using the pooling operation Φ, further this can be formulated through:  

 

ℰ = ϕ𝑃𝑂(ℎ ⊛  Ξ) (11) 
 

(ℎ ⊛  Ξ)Indicates filtering, ϕ𝑃𝑂indicates pooling operator. Further since U-Net possesses by-pass 

connection; convolution coefficient is given through the below.  

 

𝑊 = 𝑀(ℎ ⊛  Ξ) (12) 

 

Where M is computed as,  

 

𝑀 = [𝒥 ϕϕ𝑃𝑂] (13) 
 

𝑀𝑇𝑟𝑎𝑛𝑠𝑀 = 𝒥 +   ϕ𝑃𝑂 (14) 

 

 ϕϕ𝑃𝑂 indicates matrix of rank deficient, considering the average pooling , these matrix are 
formulated as v,  

 

𝑈 = [ℎ ⊛  Ξ ϕϕ𝑃𝑂ℎ ⊛  Ξ) ] (15) 
 

ℎ̌ = 𝒷 −1 ∑ (ℎ ⊛ Ξ𝑗  ⊛ Γ𝑗 +  ϕϕ𝑃𝑂( ℎ ⊛ Ξ𝑖) ⊛ 𝛿𝑗)𝑝
𝑗=1  (16) 

 

3.2.1.  Improvised U-Net 

U-Net is one of the popular base network, used for segmentation in bio medical image 

segmentation, however it has problem of low resolution as low resolution might cause smoothing of object 

boundaries, hence to avoid that we employ high level feature and low level feature. In here we adopt the U 

net and improvised in Figure 2 to achieve absolute ROI, further to achieve that proposed methodology uses 

two novel feature map, one is for High Level feature and another is for low level feature.  
Considering the drawbacks of normal U-Net we have designed Improvised U-Net architecture, 

Improvised U-Net maintains the huge receptive field using the tight wavelets, i.e. here non-local transform 

ϕ𝑃𝑂 is applied instead of general pooling operation. Moreover the filter bank is given through the below. 

 

ϕ = [ℛ1 … … … … . . ℛ𝑚] (17) 
 

The below equation shows the tight filter bank where 𝑅𝑛 indicates sub-bank operator for given 

scalar c which is greater than zero.  

 

ϕϕ𝑃𝑂 = ∑  ℛ𝑛
𝑇 ℛ𝑛 = ℰ𝑚

𝑛=1 ℐ (18) 
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Figure 2. Improvised U-Net 

 

 

Further convolution coefficient is written by:  

 

𝒲 = 𝒵(ℎ ⊛  Ξ) (19) 

 

Where,  

 

𝑍 = [𝒥 𝑅1 … … . . 𝑅𝑛]𝑇 (20) 

ℰ = ℎ ⊛ Ξ  

𝒬𝑛 =  𝐶ℛ𝑛
𝑇   

 

𝒥 = ℛ𝑛  ℛ𝑛
𝑇 (21) 

 

Improvised U-Nets uses residual path for avoiding the low resolution information, however in 

improvised U-Nets places its residual path after pooling, this helps in achieving the high resolution 

information. Further to achieve we use adaptive filter, permeation rate is defined is given by:  

 

PR={
 −0.5, if NM𝑦(𝒰, A) < 0.01

Σ𝒰,A∈objl (𝒰,A)NM𝑦(𝒰,A)

Σ𝒰,A∈objlabel(𝒰,A)NM𝑥(𝒰,A)
, otherwise,

 (22) 

 

In (22), NM𝑥 indicates normalized feature map after the residual path and NM𝑦 indicates feature 

map after residual path; label indicates the object binary mask. In improvised U-Net, up sampling is carried 

by the de-convolution layer in residual operation and residual path at skip connection easily filters the size 

based information which is given by:  

 

𝑒𝑠,𝑡
𝑛+1 = ℎ(𝑦𝑠,𝑡

𝑘+1⨂Sℱ(𝑒𝑘−1) + 𝑐𝑠,𝑡
𝑘+1) ∈ 𝑒𝑠

𝑘+1 (23) 

 

ℰ𝑠,𝑡
𝑛+1 =  ℰ̌𝑠

𝑘+1(ℱ(𝑒𝑘−1); 𝛿𝑠
𝑘+1) (24) 

 

𝑒𝑞,𝑟
𝑛+1 = ℎ(𝑦𝑞,𝑟

𝑘+1⨂(𝑒𝑘−1 − 𝑒𝑠
𝑘+1) + 𝑐𝑞,𝑟

𝑘+1) ∈ 𝑒𝑞
𝑘+1, (25) 

 

𝑒𝑠,𝑡
𝑛+1 ≡ 𝜀𝑞

𝑘+1(𝑒𝑘−1 − 𝑒𝑣
𝑘+1; 𝛿𝑞

𝑘+1), (26) 
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𝜀𝑞
𝑘+1 indicates object dependent up sampling, 𝜀𝑟

𝑘+1 indicates network output. Meanwhile above 

equation provides the output after the skip connection respectively. Further 𝛿𝑞
𝑘+1 indicates parameter set, 

𝑐𝑠,𝑡
𝑘+1 indicates bias value of vth kernel, 𝑦𝑞,𝑟

𝑘+1 indicates weight of vth kernel. Similarly, the above parameter is 

used in other equation for l th kernel and r bias value.  

 

3.3.   High level and low level feature map 

Moreover feature map for High level are generated after the residual pass and extracts the given 

edge information for high-level feature, further this is formulated in the below.𝓇𝐼𝑈𝑁
 𝑛+1 is proposed image 

before the convolution of layer k+1, this is given in the below.  

 

𝓇𝐼𝑈𝑁
 𝑛+1 =  𝒲(ℰ𝑛(ℱ(𝑑𝑘−1); 𝛿𝑘)) ⨁ ℰ𝑢

𝑛+1(ℯ𝑛−1 − ℯ𝑠
𝑛−1; 𝛿𝑢

𝑛+1) (27) 

 

High-level feature map is given through below,  

 

𝓇𝐼𝑈𝑁
 𝑛+1 = 𝒲(ℰ𝑛(ℱ(𝑑𝑘−1); 𝛿𝑘)) ⨁ ℰ𝑢

𝑛+1(ℯ𝑛−1 − ℯ𝑙𝑜𝑤
𝑛−1; 𝛿𝑢

𝑛+1) (28) 

 

where ℯ𝑣
𝑛+1 ≡ ℯ𝑙𝑜𝑤

𝑛−1  
 

For the low level feature, feature map do not have problem of resolution issue and can used for 

global feature extraction, IUN indicates Improvised U-Net.  

 

𝓇𝐼𝑈𝑁
 𝑛+1 =  𝒲(ℰ𝑛(ℱ(𝑑𝑛−1); 𝛿𝑘)) ⊕ ℰ𝑡

𝑛+1(ℯ𝑛−1; 𝛿𝑡
𝑛+1) (29) 

 

where ℯ𝑢
𝑘+1 = 0  

 

Further these both feature are combined to achieve the better probable detection of Region of 

interest. Moreover in the next section Improvised U-Net is evaluated. In any deep learning-Neural network, 

there are high probability of overfitting a training dataset, hence we use dropout which is given in next 

section.  

 

3.4.   Optimization through dropout 

In this section we tend to optimize the loss function, which avoids the overfitting; Moreover dropout 

is the particular regularization method which approximates huge dataset with various architecture parallel. 

Furthermore in optimization process several number of layers are dropped out i.e. it is temporarily removed 

with its all outgoing and incoming connections.  

Moreover considering the above hidden layer denoted by 𝒩 and index of hidden layer denoted by 

𝑛 ∈ {1, … … . , 𝒩}. In here 𝒜 
(𝑛) and ℬ(𝑛) indicates input and output respectively. 𝒱(𝑛) indicates the weights 

of layer n and 𝒷 (𝑛) indicates biases at layer n.  
 

𝒶𝑝
(𝑛+1)

= 𝒹𝑝
𝑛+1 + 𝒱𝑝

(𝑛+1)
𝒷 𝑙 (30) 

 

𝑣𝑝
(𝑛+1)

= ℎ(𝒶𝑝
𝑛+1) (31) 

 

Hence, the feed forward of network with dropout is described by:  

 

𝓉𝑖
(𝑛+1)

∽ 𝑔 (32) 

𝒷 (𝑛) =  𝑣(𝑙) ∗ 𝑡(𝑛)  

𝒶𝑝
(𝑛+1)

= 𝒷𝑖
𝑙+1 + 𝒱𝑖

(𝑛+1)
𝒶(𝑛)  

𝒷𝑖
(𝑙+1)

= ℎ(𝒶𝑝
(𝑛+1)

)  

 

In collective equation, 𝑡(𝑛)indicates independent random variable of bernouli, 𝒷 (𝑛) indicates thinned 

output created through 𝑦(𝑙). These thinned output is used as the intermediate layer of input and it is applied to 
each layer for the larger network. Moreover through above process network is thinned or capacity is reduced, 

which avoids the overfitting Further derivatives of backpropagation is applied to this network for better 

learning. Once the model is trained through improvised U-Net and optimized through dropout layer, proposed 

model is evaluated considering various metrics and it is carried out in next section of this research work.  
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4 PERFORMANCE EVALUATION 

In this section we evaluate Improvised U-Net method, further in order to evaluate we have considered 

the ideal system configuration of windows 10 operating system packed with 8GB RAM, 2GB NVidia graphics 

with 1TB of Hard disk. Moreover, MATLAB is used as programming language with 2016b version.  

 

4.1.   Dataset description 

In any machine learning based algorithm dataset plays a major role as data require for model 

training needs to be sufficient enough to perform the model. In here, we have used standard dataset from the 

open access Digital Database of thyroid ultrasound images from the Universidad Nacional de Colombia 

Laboratory [25]. Further, this dataset is utilized for computation of proposed model. Moreover, dataset 
comprises 92 images of thyroid ultrasound, out of theses 42 were from female and 50 from male from 

different age group. Moreover, these images were captured through TOSHIBA linear transducer and 

extracted from ultrasound video sequence. These thyroid nodules images are stored in ultrasonography 

model, which includes whole diagnostic description and annotation of thyroid lesions. Further, these are 

carried out under supervision of two radiologist expert using the TI-RADS lexicon. Proposed Improvised U-

Net is evaluated using various performance metric such as accuracy, F1-score, Dice coefficient and true 

positive. Dice coefficient depicts the similarity measure between the ground truth and area predicted, these 

metrics range from 0 to 1. The more the value is closure to 1, the better the model efficiency. 

 

4.2.  Roi comparison 

Various methodologies proposed in [25-28] are used for comparative analysis. In this section, 
comparative analysis is carried out based on the ROI which is shown in Table 1, further the comparison is 

shown considering two images Table 1 comprises three column, first column shows the original image given 

in dataset, second column shows the ground truth of original image, third column is ROI achieved through 

the existing model [28] and fourth column shows the ROI achieved for Improvised U-Net model. Further 

through the Table 1 we observed there is huge difference in the ROI structure of existing model and ground 

truth, this is occurred due to the image quality used in the segmentation process of existing model whereas 

our model is nearer to the ground truth.  

 

 

Table 1. comparison of ROI with existing methodology along with ground truth 
Original image Ground truth SSHOS(existing) Improvised U-Net 
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4.3.   True positive 

A true positive is defined as an outcome where the proposed model predicts the positive class of 

particular model. Precisely, True positive is calculated as the ratio of positive prediction to the total number 

of positive. Furthermore Figure 3 presents the comparison of various methodology with proposed model and 

comparative analysis shows that [26] achieves only 52.26 % of true positive rate, although [27] and NDRLS 

[25] achieves 93.51 and 95.44 respectively, still it underperforms. Further, existing 96.44 % of true positive 

rate whereas Improvised U-Net achieves nearly absolute true positive rate of 98.95 %.  

 
 

 
 

Figure 3. Comparison of various methodology considering true positive rate 

 

 

4.4.   Dice coefficient 

In segmentation, Dice Coefficient is an evaluation metric which is used for gauging the similarity 

between two given image. In general Dice coefficient is ratio of 2* AoO (Area of overlap) to total number of 
pixels in given images. Figure 4 shows the comparison of various existing model with proposed Improvised 

U-Net model, in here [26] achieves least dice coefficient pf 67.93, [27] achieves 80.85, existing model 

SSHOS achieves 92.24, NDRLS achieves 94.2 whereas proposed model achieves 95.60.  

 

 

 
 

Figure 4. Comparison of various methodology considering dice coefficient metrics 

 

 

4.5.   Accuracy, F1-measure and specificity 

Accuracy is one of the important performance metric measure in classification process; accuracy 

presents the correctly predicted model, further it is defined as ratio of number of sample correctly predicted 

to the total number of samples. Moreover this can be formulated through the below.  

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝐶𝑃

𝑇𝑆
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Where CP the number of is correct prediction and 𝑇𝑆 is total number of samples. Evaluation of 

various metrics is tabulated in Table 2. Our model achieves the accuracy of 98.39 %. 

F1 score is measurement of test’s accuracy; further F1 measure is computed using precision and 

recall. In general, we can say that F1 measure is the harmony mean of precision and recall. Improvised U-Net 

achieve F1-score of 91.87. Specificity which is also known as TNR (true negative rate) is measure of given 

portion of absolute negatives which are correctly classified, it is one of the highly appreciated and popular 

metrics in biomedical field. Higher value of specificity indicates better efficiency of model, in here. Through 

the comparative analysis it is observed that our model not only performs better in terms of comparative 

analysis but also considers the various parameter which is mostly ignored by other segmentation 
methodology. 

 

 

Table 2. Evaluation of various metrics 
Performance_ Metrics Value observed (in percentage) 

Accuracy 98.395 

F1-Meaure 0.918762 

Specificity 0.98744 

 

 

5 CONCLUSION 

Thyroid segmentation is one of the essential precursor for several quantitative analysis for thyroid 

disease. However, segmentation is major challenging considering the existence of similar structure such as 

lymph node, ambiguous boundary, low contrast and signal to noise ratio. Further, it has inhomogeneous 
appearance this makes more difficult for segmentation and thus it is classified as patch classification task. In 

this paper considering the U-Net advantage, we develop an improvised U-Net for segmentation of Ultrasound 

image, in here we develop two feature map namely high level feature and low level feature for  better 

resolution  and better information regarding the image; further we deploy dropout layer for optimizing the 

performance and achieve better metrics. Improvised U-Net is evaluated on standard dataset of DDTI 

considering performance metrics like true positive, specificity, F1-measure and accuracy through the 

performance analysis it is observed that improvised U-Net achieves accuracy of 98.39%, F1-measure of 

91.87, Dice Co-efficient of 95.60 and true positive rate  which is better than any existing model till the date 

this research is carried out. Although our proposed model achieves better in terms of defined metrics, still 

there are several area such as considering further large dataset and other metrics. 
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