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1. INTRODUCTION

The conjugate gradient (CG) method is an efficient and organized tool for solving the large-scale
nonlinear optimization problem, due to its simplicity, easiness, and low memory requirements. This method
is very popular for mathematician and engineers and those who are interested in solving the large-scale
optimization problems. The nonlinear unconstrained optimization.

minimize f(x)

xeR" (1)
where f (9 R" >R is smooth function bounded from below, generates a sequence of points as formula :
X1 = X + iy @)

where %k isa optimal step computed by line search and dy are generated as :
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Ok =—Oks1 k=0 and dy,y =—0Qyyg +fdy; fork=1 ?)

In (3), BreR is known as conjugacy coefficient. There are different CG- methods correspond to

different choices for the Bk, such as (HS) method [1], FR method [2], PRP method [3, 4] and DY method
[5], Also Dai-Liao [6]. Considered the following formula:

AP — Ok Vi _tg-ll<—+15k
diy diy
k Yk kYk 50 4

Where Yk =919 As Hager—Zhang [7] proposed the formula:

2
N OkeaVk 72||yk|| PRI
B =% T T
de Vi diye di Yk (5)

Where”'|| denotes the Euclidean norm. And the author introduced a parameter & in (5), yielding:

2
BHZ — OkaYk _t”yk" Ikaadi
devie  divie divi ©6)

Note that when b= 2 (6) reduce to (5). For more details see [8]. Many authors are studied the
convergence of the on top of formulas for years [9-15]. The line search in the CG-algorithmsoften is based on
the standard Wolfe conditions:

f (% + i) = F (%) < o VE (%) dly

(7a)
T T
Ok dg 20VI(x) ' d
k+1 Ak k) dk (7b)
The constants are within the period 9<¢é <o <1 for additional details is found in [16, 17]
2. DERIVATION OF A NEW PARAMETER
We have to drive a parameter B which is incorporation between (4) and (6),
new _  Oke1Yk _, Oke1Sk oy Vil o
B moCr—-t=—) +(-e )t T )
di Yk di Yk dy Yk dy Yk
2 2
new _ IknYi _ OkeSk  OkinVi _ "yk" Ok _ Ik Yi "yk" gkady
ﬂk =y T o t T + T t T T (2% T +tZUk( T T
dy Yk de v deyk  deyk dg vk dy Yy d Yk dk Yk
Ike1Vi Oku1Sk Iyl ofadi
/e - _l*_' -yt 'IT —(l-a)t T .lJ.r
dy Yi dy Yk dy Yk di Yk (8)

and the direction is defined by:
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T T 2 T
gk;—lyk -ta ng+13k —A-ay) tyl” giady :Idk

dgq=—Oks1 + K
dy Y dy Y de v di vk

Also we can rewrite the above equation by:

T T 2 7
Oys=—Oya1 + gk—:lyk -tay 9k+1Sk —(-ay) "_l)_/k" g|<T+1 K St
Sk Yk Sk Yk Sk Yk Sk Yk

)

is a scalar parameter (

HS
Observe that when using exact line searches (ELS), (8) reduce to B and using inexact line

DL = HZ
searches (ILS), when @k =1 (8) reduce to # and when @ 0, @) toPx

3. CONVERGENCE ANAYLSIS OF NEW METHOD

In this section, we will show the convergent analysis based on the inexact line search by means of
Wolfe line search. We will also show that these CG-coefficients will possess sufficient descent conditions
and global convergence properties. Under this inexact line search (7a) and (7b). In the following theorem; we
discuss the sufficient condition:

3.1. Sufficient descent condition
For the sufficient descent condition, we present the following Theorem,

Theorem 1

Let kand dk be sequences of generated methods by (2),(3) and (8),then (9) achievedand satisfy the
sufficient descent property.

Proof:

Ok11
okl
multiplying (9) by quantity * yields:

K10k :_1+[91+1Yk(519k+1)_m (OkasK)? -w t"yk"2 (Okask)?
||9k+1||2 )/ISI<||9|<+1||2 )’Isk||9k+1||2 Vi Sk y-krsk"gk+1"2
T T
S, <SS
since Ok+1 Sk =Sk Yk
2
dg.1Oka 1< ngYk(Ska)_twk (skyk)® Ao tyel” (g vi)?
||§]k+1||2 SI)/1<||91<+1||2 SIYI<||Q|<+1||2 (sk vi)° ||§1k+1||2

Vi Oka1 <[ Vi[9l

d;—+lgk+1 +1< Hka
11<
il local  where #>0
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dT
k+1gk;-1 +1£/u
||gk+1||

d ng k< —(1- /U)”g k+l||2

3.2. Global Convergent Properties
Ty s 2 v RN
To prove the global convergenceporoperty, we need the relation S Vi = M|, ¥,y € R".m >0

where m is constant, see [18-20]. The following assumption is needed in order to proceed with the proof of
global convergence property.

Assumption 1

i) The level setsz{)(:f(x)S f(XO)} is bounded, that is, there exists a constant z >0, such
IX|<z vxes

ii) In neighborhood N of S, f is continuously differentiable, and its gradient is Lipschitz

lo-g<Lfx-y], vxyeN

(10)
Below the assumptions (i) and (ii) on f, we are able to deduce that there exists ¥'>0 such as,
y<|VEO| <7 (11)
2
iy (00— 9=y 2 lx—y"s ¥xyeS u>0 12)

Under this Assumption, the following lemma is obtained, which was proved by [11]

Lemmal

Assume that Assumption-1 hold and suppose that for any CG-method di+1s a descent direction and
the step size “k is achieved by (7a,7b). If,

>t

2
k>1 ||dk+1|| (13)
Then,
Lim (inf gy [) =0
k—o0 (14)
Theorem 2
ﬂnew
Suppose that Assumption-1 is true ,consider the new algorithm with 7~k then the algorithm has
Lim inf gy | =0
k—o0
Proof:

Jdical =

T T 2 7T
S t yk S
—9k+14{ 9;;1Yk ta, ng+1 K _(1-a) Ivill” g k]sk H

T T
k Sk Yk Sk Yk Sk Yk Sk
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"yk" gk+lsk
YiSk YiSk

||dk+1||<||gk+l||+[|g;+1syk|+|t ||gk+1 k|+(1 )

|kk| YiSk

Il

2
i Vi <0l ST <5TVsang STVi 2 s

2.7
g Y tYkll™ Yk S
ottt 2l o e 1m0
k
g y y
Wuﬂﬂwmﬂtlﬁﬂ%JIWH+( mﬂluu
k

2

t
lseallvd ot
PR risd

[dicall<lgreal +ea sl = ¢

z >— 1=

ko1 ||dk+1" e

4. DERIVATION OF THE MOFIFIED QN-METHOD

The purpose of this section is to create a new matrix which is a modified of memoryless BFGS

method [21, 22] .Observe that the search directions, defined by (9) can be written by

d k+1— -Q k+19k+1

where the matrix <1 is given by:

SLYr + Vi Sy y SeSy
Qk+1_ | — kyk Yk Sk +t [ + (1 ZD'k) ” k” ] -|k— k
Sk Yk Sk Yk Sk Yk

(15)
This matrix is considered as a modified memoryless BFGS method.

Lemma 2

f Q is positive definite matrix then all matrix Qk+1 defined in (15) is also positive definite, i.e
T
2% QuZk >0, for any vector Z# 0.

Proof:

r T
Sk +S Yk s s
ZIQk+1Zk :ZI |—ykkT—kyk+t[w— +(1 P )" " k k )
Sk Yk Sk Vi Sk Yk
K X To 2
z Sy 2
T2 (% ykT)( k Zk) (zk sk)(yk ) oyt (o ||yk|| (szSk)
= Sk Yk sk Yk k Vi SLyi
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y Sk Z
. — Sk =ty + (- k)" k" (k 2k
=IxZx + Gy where Sk Yk SK Vi
T 7 é:
Since “k “k’ Pkare greaert than zero. Then proof is complete.
Theorem 3
The matrix k-1 defined by (15) achieved the following QN-condition (i,eQk+1 Yk :pksk)
Proof:
Multiply (15) by Yk we get :
T T
Sp+s Vil ) 5is
Qi41Yk = | - DSk oY) kT kyk)th(ZU +(1-@ )" k" k X
Sk Yk Sk Yk Sk Yk
Vi (sk i) Sk (Yk Vi) k( k Yik) ||Yk|| Sk(Sk Yk)
=Yk~ i +taoy +t(l-oy) T —F
Sk Yk Sk Yk Sk Yk Sk Y Sk Yk
PN 11 i
Sk Yk Sk yk
B s e 2 ],
Sk Yk Sk Yk
{nyku toysy 1 a-o L2 }
Sk y 5 Y
Lot L5k Yk k Yk

Q41 Yk = PxSk

5. RESULTS AND DISCUSSION

In this section we present the computational performance of a Fortran implementation of the
HYBRID algorithm (New1)on a set of(750) unconstrained optimization test problems. The test problems are
the unconstrained problems in the CUTE [7] library, along with other large-scale optimization problems
presented in [23, 24]. We selected (75) large-scale unconstrained optimization problems in extended or
generalized form. Each problem is tested (10) times for a gradually increasing number of variables:
n=1000,2000,10000,To demonstrate the efficiency of the new algorithm, we used the Dolan and more'
method. The curve of the curve to the top indicates the new method better than the rest of the previous

methods. All algorithms implement the Wolfe line search conditions with ¢ = 0.9 and 6=0.001 [25, 26], the

-5
same stopping criteria when "gk" <10 .

In the first set of numerical experiments we compare the new method with DL and HZ method.. By
calculating the number of the function evaluations (NOF), the frequency of the method (NOI) and the time
required to implement the method (CPU), The new algorithm was compared to similar algorithms :

a. A new proposed method (New) define by (8)
b. DLconjugate gradient methoddefineby (4)
c. HZ conjugate gradient method (6)

Our demonstrated results are shown in Figures 1-6. We used the Dolan and more' method [27, 28].
Figures 1-3, list the performance of the above methods relative to iterations number, the number of gradient
evaluations and the CPU time, respectively. The second set of numerical experiments refers to the
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comparisons of new method (15) with memoryless BFGS method. Figures 4-6, list the performance of the
above methods. To demonstrate the efficiency of the new algorithm.

Performance Profile

Performance Profile

Figure 4. Performance profiles based on CPU time
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Figure 1. Performance profiles based on function
evaluation
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Figure 6. Performance profiles based on function evaluation
6. CONCLUSIONS

We suggested a linear combination between HZ and DL method and get a new proposed CG-

method namely (2), (3) and (8) under some condition, we prove that our method is global convergent for
convex functions. Also, we drive a new matrix defined in (15) and we have proved that its positive

defin

iteness is achieved and satifythe QN-condition. Numerical results showed that our suggested method

gives an effective numerical result in practically.
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