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 One of the main difficulties facing the certified documents documentary 
archiving system is checking the stamps system, but, that stamps may be 

contains complex background and surrounded by unwanted data. Therefore, 
the main objective of this paper is to isolate background and to remove noise 
that may be surrounded stamp. Our proposed method comprises of four 
phases, firstly, we apply k-means algorithm for clustering stamp image into a 
number of clusters and merged them using ISODATA algorithm. Secondly, 
we compute mean and standard deviation for each remaining cluster to 
isolate background cluster from stamp cluster. Thirdly, a region growing 
algorithm is applied to segment the image and then choosing the connected 
region to produce a binary mask for the stamp area. Finally, the binary mask 

is combined with the original image to extract the stamp regions. The results 
indicate that the number of clusters can be determined dynamically and the 
largest cluster that has minimum standard deviation (i.e., always the largest 
cluster is the background cluster). Also, show that the binary mask can be 
established from more than one segment to cover are all stamp’s 
disconnected pieces and it can be useful to remove the noise appear with 
stamp region. 
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1. INTRODUCTION  

Although the massive use of computer technology in numerous fields of our lives. The performance 

of paper documents still plays a significant role. Contracts, wills, certificates, invoices and all documents 

issued by the official authorities are printed on hard paper and a signature or stamp that assure the 

authenticity of the content [1-4]. Thus, stamping is the process of locating the stamps on paper documents 

which hold a certain property such as (shape, complexity, background and typical patterns) [5, 6]. The main 

objective of utilizing a stamp is to certify a document for various kinds of verification, such as authentication, 

authorization, etc. [7]. There is a need to organize and access digitized documents according to their contents 

in processing the image of the document. Most official documents scanned be composed of graphics such as 

stamps. The legitimacy of the document is provided by a stamp [8, 9]. Document scanning is a method for 

changing printed documents in digital form. There is a common problem encountered when scanning 
documents is the "noise" that can occur in the image because of the type of the paper, printing machine used, 

or they can be created through the scanners during the scanning process. One step in the pre-processing is 

noise removal. Between other things, noise, minimizes the quality of next tasks [10, 11]. Image segmentation 

https://creativecommons.org/licenses/by-sa/4.0/
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is the process of dividing an image into parts or objects composing it in the image, i.e. the group of pixels or 

pixels in a similar area depending on some homogeneity criteria such as color, density, or texture, to define 

the border in an image [12-14]. Image clustering is one of the best methods that can be used for segmentation 

of images. The clustering algorithm aims to improve the partitioning decisions depending on a set of primary 

clusters, which are updated after each iteration [15, 16]. 

There are several forms of clustering: hierarchical clustering, Fuzzy C-means clustering, K-means 

clustering and Iterative Self-Organizing Data Analysis Technique Algorithm (ISODATA). The K-means 

method is one of the most generally used clustering techniques for various applications [17-20]. ISODATA is 
identical to k-means in which that reduced the number of clusters during the process of reassignment and 

update [21, 22]. In ISODATA, if the clusters centers have a distance low than a certain threshold, the clusters 

are merged. Inversely, split the cluster into two clusters. Finally, it is obtained a result of the final clustering 

process when accessed to all the specified conditions [23, 24]. 

The problems facing the process of extraction stamps from documents, is that, in general, during the 

process of capturing an image of the document and cropping stamp from it, and due to the lighting changes 

resulting from the capturing, the stamp can be placed on complex background, the background color is not white 

and may contain gradations of colors, some background colors which may be close to the stamp color, so it is 

necessary to isolate the background from the foreground. Also, another problem, the stamps may be surrounded by 

unwanted data such as word, text, patches and other types of noise which is formed as object nearest the stamps.  

This paper aims to present a new approach for isolation background from foreground and also 

removing objects around the stamp such as (noise, word, text and etc.) and stamps which are in different 
shapes as well as different sizes. The suggested system could used as a tool for extracting stamps of different 

colors, shapes, size and direction.  

This paper is organized as follows, Section 2 introduces the layout of proposed method. Section 3 

describes the used stamps dataset for performance evaluation. Section 4 illustrates the results and discussion 

of conducted tests. The derived conclusion are shown in Section 5. 

 

 

2. PROPOSED METHOD 

In this section, an efficient and robust method for the extraction color stamp is presented. The goal 

of the proposed method is to isolate the background from the foreground or stamp and delete the noise and 

unwanted data such as word, text and patches which is formed as object nearest the stamps. Figure 1 illustrate 
the layout of the proposed method of this paper that consists of many stages.  

 

 

 
 

Figure 1. The layout of the proposed stamp extraction 
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2.1.   Load stamp image 

In image processing, the utilization of color is useful because the color has influential descriptor that 

simplifies object extraction. Colors are seen as mixtures of the primary colors of light: Red (R), Green (G) 

and Blue (B). The proposed method starts from reading the input RGB image from stamps dataset which is 

described below. Stamp image is the bitmap (i.e., .bmp) image file. The color resolution of the stamp image 

is 24 bit/pixel. The image data (i.e. R, G and B components) are loaded. After that, the loaded components 

which are used as the input image for k-mean clustering technique. 

 

2.2.   K-Means clustering algorithm 

Segmentation is the process of dividing the image into a number of areas. Clustering is the process 
of grouping similar data objects that have the same color into the same cluster and data objects hold various 

colors to another various clusters. A clustering algorithm such as K-Means clustering algorithm attempts to 

group a set of data objects into k clusters depended on the distance between the data object and the k 

centroids chosen. The k-means algorithm starts with the following steps as [25]: 

Step 1 : Select initial random centroid for each cluster. The initial step for k-means in the proposed method is 

to select four initial random centroids for each band of image (i.e. RGB) arranged respectively as 

20,90,170 and 230. In this case, the number of probabilities for the values of the random centroids 

will become equal to L=43=64. 

Step 2 : Compute the difference between each data point (i.e. pixel) for each band of an image with each 

centroid as (1), (2) and (3) respectively. 

 

𝐷𝑅 = 𝑅𝑒𝑑 − 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑅 (1) 

 

𝐷𝐺 = 𝐺𝑟𝑒𝑒𝑛 − 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝐺  (2) 

 

𝐷𝐵 = 𝐵𝑙𝑢𝑒 − 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝐵  (3) 

 

Where DR, DG, DB, represent difference between data points and centroid for all three bands. 

Step 3: Apply Euclidean distance to compute the summation of the squares differences between each pixel 

and its assigned centroid for each band of the image as (4). 

 

𝑑𝐸𝑈𝐶 = ∑ 𝐷𝑅
2𝑛

𝑖=1 + 𝐷𝐺
2 + 𝐷𝐵

2  (4) 

 
where dEUC represent the Euclidean Distance. 

Step 4 : Find the minimum distance between clusters. 

Step 5 : Grouping data points together, which have similar color depending on the minimum distance to 

assign the clusters. 

Step 6 : When clustering is finished, we need to compute the mean of the clusters determine the nearest 

centroid. At the time, the mean color is computed in each cluster to be remapped onto the image.  

 

2.3.   ISODATA clustering algorithm 

Although K-Mean generated a huge number of clusters for each image and also the number of 

clusters K remains the same during the iteration. On the other hand, one of the aims of this paper is to 

automatically partition the input image into clusters using spatio-statistical criteria, and to isolate the 
background cluster from the foreground cluster. Therefore, we have to reduce the number of clusters by 

combining the similar using ISODATA clustering algorithm. The ISODATA clustering algorithm is similar 

in its principle to the K-Means algorithm. However, in the ISODATA algorithm the number of clusters is 

determined automatically through the iteration by merging similar clusters and splitting clusters based on 

thresolding value. The combination between K-mean algorithm and ISODATA algorithm to merged clusters 

involve the following steps as: 

Step 1 : This step is the development step for k-mean which includes reducing the number of clusters for 

each image. This step starting after a limited number of iterations of k-mean, and this number is 

determined by user. Thus when the number of rounds becomes greater than three, the operation of 

the ISODATA algorithm begins.  

Step 2 : ISODATA algorithm starts by relying on the number of clusters in the previous round, and calculates 
the minimum distance between the first cluster and the rest of the cluster, as well as the second 

cluster and the rest of the cluster, and so on to the rest of the other cluster.  

Step 3 : The criteria for combining clusters are based on a specific threshold value and compared with 

minimum distance. The threshold value used in this paper is equal to 100. If the minimum distance 
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is larger than the threshold value, the center of the cluster that carries the lowest distance and center 

of cluster zero will be update as (5), (6) and (7) respectively. The value of the new center becomes 

the center of the cluster with lowest distance, while the center of the cluster zero keeps its value. 

 

N𝑖 =  count[I]  (5) 

 

N𝑗 =  count[J]  (6) 

 

Center𝐼 = N𝑖 ∗ Center𝐼 + N𝑗 ∗ Center𝐽 N𝑖 + N𝑗  ⁄   (7) 

 

Where Ni and Nj represent the count of the cluster with lowest distance and cluster zero, while Center i 

represents the update value for the center of the cluster. 

Step 4 : After that, the number of the Cluster that carries the lowest distance will be combined with Cluster 

zero. Thus, the number of clusters will be decreased by one.  

Step 5 : Repeat the above steps 2, 3, 4, 5 and 6 in section 2.2 until all the data points are completely passed. 

The data points do not transfer from one cluster to another. Thus, the clusters are stable and the 
clustering process finishes. 

 

2.4.   Compute minimum distance 

At this stage, we need to calculate the distance between all the clusters produced from the previous 

stage. After that, we determine the two clusters that have the lowest distance and are combined depending on 

the color value of the pixels of the clusters selected for the merging. This process will be continuing to merge 

all clusters which have lowest distance. Thus, the number of the clusters will be reduced. 

 

3.5.   Compute mean and standard deviation 

This stage aims to isolate the background clusters from the stamp clusters (i.e., extract the 

background from the remaining clusters in the previous stage). In this stage we need to compute mean and 
standard deviation for the remaining clusters. After that, the cluster that has the most repetition, (i.e., the 

larger Cluster) will have less standard deviation than the rest of the other cluster. Thus, this measure is 

helpful for determining the background from the stamp clusters. It is necessary to observe the largest cluster 

is not constantly the background cluster and other clusters may also comprise a background. Thus, we need 

to decide which of the remaining clusters contains a background. This is done by counting the repetition of 

each color value for each cluster and keeping the value of the largest repetition. From experience, we find 

that the cluster, which holds the largest repetition whose value reaches more than 10, is considered this 

cluster of background clusters, but if less than 10 is regarded among the stamp clusters. As a result, we 

determined the number of clusters for background and stamp, these clusters will be merging to get one image 

for both the background and the stamp. The merging process is done by adding the color values for each band 

(i.e., RGB) of all the clusters and dividing it by the number of background clusters, also the same thing will 

occur for the stamp clusters. Thus, we guarantee to obtain a background image and an image of the stamp. 
 

3.6.   Extract stamp and remove object 

This stage aims to perform the segmentation process on the stamp image to extract stamp and 

remove unwanted information. This stage consists of the following steps as:  

Step 1 : The segmentation process was used region growing based on eight neighbors for segmented the 

image in to a set of points, called seeds. Region growing start with a number of seeds which have 

been grouped into n sets. It searches the seed point’s neighbors to see if they belong to the same 

region. The process is performed repeatedly so no new neighbors can be added to the region. 

Finally, the result of segmentation is a number of segments, and each segment can be considered as 

an image. 

Step 2 : Calculate the main diagonal and the secondary diagonal for each of the resulting segments, so that 
consist of four points, two of them for the main diagonal and two for the secondary diagonal. A 

segment that contains four connected points with it contains data is considered a stamp. While a 

segment that does not contain four connected points is considered noise. As a result, there is a 

number of connected segments. 

Step 3 : The main aim to build mask from the connected segments is to remove the unwanted data that 

surrounding stamp. The mask is generated from the connected segments, which is the same size as 

the image. It is significant to note that, the mask will be in the form of binary image by changing the 

color values of the segments to 1 and the rest of other values to 0. After building the mask, we need 

to create a vector with size equal to the width of the mask, if all the values of the vector equal to 0, 
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all the values of the vector become 0, but, where the values, not equal to 0, we need to find the 

minimum and maximum index of the vector to set the value of 1 between indexes of vector. Thus, 

we get a binary mask. 

Step 4 : In the end, we multiply the binary mask with the original image after isolating the background, then 

we become a stamp image free from Noise, in other words, multiplied the color value by 1, we will 

get the color value, but the value of 0 converted to 255 as the background. 

 

 

3. STAMPS DATASET  

The size of the dataset is 48.9 MB. It contains a total of 1557 color stamps samples which are stored as 
BMP image format. The images of stamps were acquired from documents using a scanner and mobile camera. 

The cropping process was applied to capture only the stamp area of the whole document, using three 

applications which are paint, snip and sketch software. For each cropped stamp, eight stamp images are 

produced from rotating the original one at different angles clockwise. Rotation starts from 5 degrees and 

increases by 5 degrees until it reaches to 40 degrees. Note the orientation of the original stamp image is with the 

horizon line, which means that it is at an angle of zero. The stamps have different size, shape, complexity, 

position, directions and colors. For example, there are six categories of stamp shapes arranged as circle, oval, 

square, rectangular, triangular and some other irregular shapes. It’s worth to mention that the collected dataset 

may be degraded in quality and resolution and the stamp can be located on complex background. The dataset 

was collected from various sources, involving official documents from Iraqi educational institutions, documents 

from syndicates such as teachers, engineers, doctors, pharmacists, Iraqi hospitals, provincial councils, and most 
Iraqi institutions. The dataset also contains some stamps from other Arab countries. Stamps dataset is available 

on the site: https://data.mendeley.com/datasets/ktr99fc826/3, DOI: 10.17632/ktr99fc826.3 

 

 

4.  RESULTS AND DISCUSSION 

One dataset has been employed for evaluating the performance of the proposed method as described 

in section 3. Table 1, Table 2, Table 3 and Table 4 demonstrate the results of applying k-mean clustering 

algorithm and merged with ISODATA clustering algorithm on one image named as 136g_30 from the 

dataset. The results indicate that when increased the number of rounds the number of cluster decreased, due 

to the merged clusters using ISODAT clustering, thus, the number of cluster determine dynamically. 

Also, Figure 2 shows the result of clustered the same image before and after clustering (i.e., k-mean 

and ISODAT clustering algorithms). Table 5 presents the result of computing the minimum distance between 
clusters and merge them. Respectively, the mean and standard deviation computed to isolate background 

clusters of stamp clusters with noise as shown in Figure 3. 

Figure 4 illustrates that the cluster of the stamp image with noise is segmented to a number of 

segments using a region growing technique that based on eight neighbors. Then, take the connected segments 

that have four points where two points for main diagonal and other two points for secondary diagonal to build 

binary mask, note that, in Figure 4 the segment (2) is used to generated binary mask and other segments will 

be considered noise or unwanted data. 

 

 

Table 1. The result of clustering image for round 1, 2 and 3 
Cluster 

Number 

Center 

Red 

Center 

Green 

Center 

Blue 

Count Center 

Red 

Center 

Green 

Center 

Blue 

Count Center 

Red 

Center 

Green 

Center 

Blue 

Count 

 Number Round=1 Number Round=2 Number Round=3 

0 103 105 111 234 97 100 106 176 96 98 104 160 

1 116 126 142 80 114 125 144 76 115 128 149 96 

2 125 132 129 3 126 129 132 128 125 128 132 169 

3 126 138 158 191 136 146 165 615 139 149 168 736 

4 164 160 125 31 175 171 138 160 177 174 143 249 

5 166 173 179 3935 162 171 183 2345 160 170 187 1852 

6 181 191 209 2183 179 190 206 2178 179 189 205 2134 

7 198 203 189 92 196 200 191 184 197 199 191 377 

8 195 206 219 1617 196 206 220 2393 196 207 221 2657 

9 203 198 184 148 196 194 172 661 192 190 169 719 

10 204 199 205 18 205 207 206 1309 207 211 209 3165 

11 206 206 193 603 207 208 196 635 207 207 195 571 

12 213 217 219 16425 214 218 220 14700 215 219 221 12675 

 

https://data.mendeley.com/datasets/ktr99fc826/3
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Table 2. The result of clustering image for round 4, 5 and 6 
Cluster 

Number 

Center 

Red 

Center 

Green 

Center 

Blue 

Count Center 

Red 

Center 

Green 

Center 

Blue 

Count Center 

Red 

Center 

Green 

Center 

Blue 

Count 

 Number Round=4 Number Round=5 Number Round=6 

0 95 97 103 153 121 134 154 165 108 113 121 352 

1 118 131 152 130 111 114 119 342 140 151 168 1017 

2 125 128 132 185 142 152 170 814 177 173 142 225 

3 141 151 169 791 177 173 142 223 160 172 190 1572 

4 177 174 144 252 160 171 189 1597 180 190 205 2214 

5 160 171 188 1758 180 190 205 2216 172 174 172 237 

6 179 189 205 2139 172 174 171 2216 197 207 221 2703 

7 198 199 191 459 197 207 221 2789 192 191 169 677 

8 197 207 221 2763 192 191 169 682 209 212 210 4279 

9 191 189 168 663 209 213 211 4826 204 204 194 985 

10 209 212 211 4329 204 204 195 1130 215 219 222 11299 

11 206 206 196 697 215 219 222 10575     

12 215 219 222 11241         

 

 

Table 3. The result of clustering image for round 7, 8 and 9 
Cluster 

Number 

Center 

Red 

Center 

Green 

Center 

Blue 

Count Center 

Red 

Center 

Green 

Center 

Blue 

Count Center 

Red 

Center 

Green 

Center 

Blue 

Count 

 Number Round=7 Number Round=8 Number Round=9 

0 131 140 155 1328 137 138 130 635 135 144 161 1601 

1 177 173 142 227 152 163 183 2162 187 196 212 2031 

2 160 172 190 1624 184 195 210 1801 162 168 173 710 

3 180 190 205 2096 160 164 169 453 170 180 197 1879 

4 171 174 173 261 174 184 199 941 190 188 165 814 

5 198 208 221 2864 192 190 169 669 206 211 213 5831 

6 192 191 169 671 205 210 212 5556 204 204 193 990 

7 206 209 208 2667 204 204 192 829 215 219 222 11704 

8 205 205 192 750 214 219 222 12514     

9 215 218 221 13072         

 

 

Table 4. The result of clustering image for round 10, 11 and 12 
Cluster 

Number 

Center 

Red 

Center 

Green 

Center 

Blue 

Count Center 

Red 

Center 

Green 

Center 

Blue 

Count Center 

Red 

Center 

Green 

Center 

Blue 

Count 

 Number Round=10 Number Round=11 Number Round=12 

0 189 199 215 2415 136 145 159 1646 Stop Algorithm 

1 142 151 165 2227 166 177 194 2312 

2 169 179 197 1776 188 186 163 916 

3 189 187 163 831 188 197 211 2611 

4 190 196 203 680 206 209 203 2856 

5 206 207 200 1979 213 217 221 15219 

6 213 217 220 15652     

 

 

 
(a) Original Image 

 
(b) After Clustering 

 

Figure 2. Image clustering using K-mean & ISODATA 
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Table 5. Result of merge clusters 
Cluster 

Merge 

Cluster 

Merge 

with 

New 

Cluster 

Number 

Minimum 

Distance 

Center 

Red 

Center 

Green 

Center 

Blue 

Count 

4 5 0 33 71 72 73 54225 

2 3 1 59 63 65 66 10581 

0 1 2 97 51 54 60 11874 

 

 

 
(a) Original image 

 
(b) Background 

 
(c) Stamp with noise 

 

Figure 3. Isolated background cluster from stamp cluster 
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Segment10 

 
Segment11 

 
Segment12 

 
Segment13 

 
Segment14 

 
Segment15 

 
Segment16 

 
Segment17 

 
Segment18 

 
Segment19 

 

Figure 4. The segments of image after applying segmentation 

 
 

Figure 5 explains the result of extraction stamp image and remove noise for different classes chosen 

randomly from the dataset. 
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(a): Original Image 

 

 
(b): Stamp Image 

 

 
(a): Original Image 

 

 
(b): Stamp Image 

 

 
(a): Original Image 

 

 
(b): Stamp Image 

 

 
(a): Original Image 

 

 
(b): Stamp Image 

 

 
(a): Original Image 

 

 
(b): Stamp Image 

 

 
(a): Original Image 

 

 
(b): Stamp Image 

 

 
(a): Original Image 

 
(b): Stamp Image 

 
(a): Original Image 

 
(b): Stamp Image 

 

Figure 5. The results of extraction stamp image for different classes 

 

 

5. CONCLUSION  
This paper presents an efficient and robust method for extracting stamp and removing unwanted 

data. The method includes the use image clustering techniques such as k-mean clustering algorithm and 

ISODATA clustering algorithm to cluster the data points into a number of clusters and to isolate the 

background cluster from stamp cluster and compute mean and standard deviation for the resulting clusters. 

Also, it includes the use of image segmentation techniques such as region growing algorithm based on eight 

neighbors to segment the image into a number of segments and chosen the connected segment to extract 

stamp and removing noise. To extraction stamp, a set of points is computed from each segment to produce a 

binary mask and to multiply it by an original image to produced stamp free from noise. This step is very 

important to extract all useful feature for stamp recognition system. The results achieved indicated that the 

proposed method was promising, fast and very appropriate as a preliminary stage in image recognition 

applications. 
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