
Indonesian Journal of Electrical Engineering and Computer Science 

Vol. 21, No. 1, January 2021, pp. 164~173 

ISSN: 2502-4752, DOI: 10.11591/ijeecs.v21.i1.pp164-173      164 

  

Journal homepage: http://ijeecs.iaescore.com 

Classification of a COVID-19 dataset by using labels created 

from clustering algorithms 
 

 

Layth Rafea1, Abdulrahman Ahmed2, Wisam D. Abdullah3  
1,3Cisco Networking Academy, Tikrit Universiti, Tikrit, Iraq 

2Department of Network Engineering\Collage of Engineening, Al-Iraqia University, Iraq 

 

 

Article Info  ABSTRACT 

Article history: 

Received Apr 11, 2020 

Revised Jun 15, 2020 

Accepted Jun 27, 2020 

 

 Novel coronavirus (COVID-19) is a newly discovered infectious disease that 
has received much attention in the literature because of its rapid spread and 

daily global deaths attributable to such disease. The White House, together 
with a coalition of leading research groups, has published the freely available 
COVID-19 Open Research Dataset to help the global research community 
apply the recent advances in natural language processing and other AI 
techniques in generating novel insights that can support the ongoing fight 
against this disease. In this paper, the hierarchical and k-means clustering 
techniques are used to create a tool for identifying similar articles on 
COVID-19 and filtering them based on their titles. These articles are 
classified by applying three data mining techniques, namely, random forest 

(RF), decision tree (DT) and bagging. By using this tool, specialists can limit 
the number of articles they need to study and pre-process these articles via 
data framing, tokenisation, normalisation and term frequency-inverse 
document frequency. Given its 2D nature, the dimensionality of this dataset 
is reduced by applying t-SNE. The aforementioned data mining techniques 
are then cross validated to test the accuracy, precision and recall performance 
of the proposed tool. Results show that the proposed tool effectively extracts 
the keywords for each cluster, with RF, DT and bagging achieving optimal 

accuracies of 98.267%, 97.633% and 97.833%, respectively. 
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1. INTRODUCTION  
The pneumonia outbreak in Wuhan, China late last year has eventually evolved into one of the worst 

pandemics in human history. This outbreak was triggered by the novel coronavirus termed COVID-19, which 

belongs to the Orthocoronavirinae subfamily and is distinct from the two coronaviruses reported in recent 

history, namely, the middle east respiratory syndrome and severe acute respiratory syndrome (SARS‐CoV) 

coronaviruses as described in [1], The first case of COVID-19 was reported on 12 December 2019 and was 

later distinguished from SARS-CoV by the Chinese Center for Disease Control and Prevention (CDC). The 

Coronaviridae family comprises single, plus-stranded and large RNA viruses that are isolated from multiple 

species and trigger common cold and diarrhoea amongst humans [2, 3]. The COVID-19 outbreak was 

eventually declared a public health emergency by the World Health Organisation (WHO) on 8 March 2020 

after 100,000 cases and 3,830 deaths were reported in more than 100 countries around the globe [4], thereby 

necessitating governments to implement drastic measures to control the disease whilst sacrificing their 
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economic and social development. However, the transmission characteristics of this disease remain unknown 

to date [5], In addition, countries are struggling in controlling the spread of the disease given the accelerated 

rate of global urbanisation, their high population concentration and shortage of medical resources.  

Although thousands of literature on viruses and their transmission, prevention and possible 

treatment have been published in recent years, most of these articles have only focused on SARS-CoV. As 

the number of infections and deaths attributable to COVID-19 continues to rise, specialists are racing in their 

search for a cure to this pandemic. However, given the large number of recent literature on viruses, these 

specialists spend much of their time in extracting articles that are actually related to COVID-19 and benefit 

from their findings [6], In this case, Text mining tools help biomedical researchers and clinicians to save time 

and effort which are devoted for acquiring valuable information from several documents. Activating, 
interpreting, and comprehensible information from many related sources of biomedical text are requiring 

tasks, which demand improving and creating automatic tools. [7], Articles in "CORD-19" are distributed and 

over many topics, and thousands of articles published a weekly basis. The "clustering" articles with the same 

topics will map commonalities and assist to the researchers to conduct new researched. Text mining by using 

"clustering", helps researchers use bibliographic datasets to get a rapid review of the topics [8], "Clustering" 

articles can decide what topics are covered in a good way and worth a review. Furthermore, these clusters 

dataset help researchers and decision-makers to specify related topics in research on COVID-19. As with the 

fundamental goal of the text classification, which is also known as text categorization, is the classification of 

texts of interest to correct classes [9], Consequently, text classification has gotten a great deal of interest in 

hierarchically organizing those articles. Up until now, text classifying was successfully implemented in 

different areas like topic detection [10], and document classifying. In classification step, a classifier performs 
the procedure of classification with the use of previously known labeled data, and documents are classified 

into appropriate classes [11], As the articles in CORD-19 are represented with numeric values, any classifier 

used in pattern recognition problems can be integrated to text/document classification process [12], However, 

selection of appropriate classifier increases success ratio of classification. 

Multi-stage text mining presents is an effective method for classifying and clustering a large number 

of articles based on certain parameters. [13], Accordingly, in this paper, text mining is applied to analyse the 

COVID-19 Open Research Dataset (CORD-19), a dataset containing 44,000 scientific articles on viruses 

[14], and filter these articles according to their titles to extract only those works that are particularly relevant 

to specialists in their search for an effective treatment against COVID-19. In other words, this study primarily 

aims to reassemble scientific articles on viruses in a way that only those articles that are directly related to 

COVID-19 will be presented to specialists. 

 
 

2. RELATED WORKS 

Few published works have applied data mining and text mining in an attempt to find solutions to the 

COVID-2019 pandemic. This paper only focuses on those techniques that aim to establish relationships 

amongst the text and categorical attributes of the relevant literature. This section summarises the literature 

related to this work.  

A hybrid classification framework based on clustering (HCFC) was proposed in [15], This 

framework initially applies a clustering algorithm to divide an entire training sample into k clusters. 

Afterwards, a clustering-based attribute selection measure called hybrid information gain ratio was 

constructed to train a C4.5 decision tree. Two versions of HCFC, namely, HCFC-K and HCFC-D, were then 

built and tested on 8 benchmark datasets related to healthcare and disease diagnosis and 15 datasets from 
other fields. Results show that both HCFC-K and HCFC-D either compare or outperform the other three 

hybrid and six single models considered in the study. Between these two algorithms, HCFC-D shows a better 

resistance to class noise. The authors in [16], tested the feasibility of using a modelling approach in 

identifying patient safety events (PSEs) related to HIT usability from the free text of safety reports and 

studied how such approach can be used by patient safety analysts in analysing event data. With a dataset 

containing 5,911 manually annotated reports, they identified PSEs related to HIT usability by using three 

feature representations, namely, bag of words (BOWs), topic modelling and document embedding. Together 

with patient safety analysts, the authors reviewed the results of their approach and gathered feedback on its 

usefulness and integration into workflows. Combining term frequency-inverse document frequency (TD-

IDF) BOWs with document-embedding features that are modelled via support vector machine (SVM) with 

radial basis function (RBF) yielded the best precision-recall performance with an under the curve (AUC) and 

f1 score of 72% and 66%, respectively. Meanwhile, compared with the SVM RBF model, the application of 
document-embedding features resulted in an AUC and f1 score of 70% and 66%, respectively. Both 

approaches favoured sensitivity and specificity over precision. Patient safety analysts also reported the 

usefulness of such approach in their point of report entry, visual dashboard layers and data retrieval. In sum, 
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document embedding and text mining approaches can support the identification of PSEs related to HIT 

usability. An econometric model was proposed in [17], to predict the spread of COVID-19. The authors 

applied an autoregressive integrated moving average model on an epidemiological dataset from Johns 

Hopkins Center covering the dates 20 January to 10 February 2020 to predict the prevalence and incidence 

trends of the disease. The overall prevalence of COVID-19 demonstrates an increasing trend that reaches 

epidemic proportions, and the difference between the cases reported in one day and in the previous day D 

(Xn-Xn-1) does not indicate any constant increase in the number of confirmed cases. A descriptive analysis 

was performed to check for any potential bias and to evaluate the incidence of new confirmed cases of 
COVID-19. The authors in [18], compiled and analysed epidemiological outbreak information on COVID‐19 

by using the open datasets of Johns Hopkins University, WHO, CDC, National Health Commission and 

DXY. The number of confirmed cases, deaths and recoveries was also investigated via an exploratory data 

analysis accompanied with data visualisations. 

 

 

3. RESEARCH METHOD  

Figure 1 presents the main stages of the methodology adopted in this work. Recall, precision and 

accuracy are used as performance measures. The results are processed by using Python (Notebook) in order 

to build document classification models (including pre-processing, features extraction, features selection and 

features modification models) based on three classification algorithms, namely, random forest (RF), decision 

tree (DT) and bagging. 
 

 

 
 

Figure 1. Stages of the research methodology 

 

 

3.1.   Pre-processing 
The dataset was initially pre-processed to present the text articles in a clear word format. 

Specifically, the contents of these articles were pre-processed to remove irrelevant words in order to facilitate 

the classification and to reduce their dimensionality [19], The pre-processing stage involves four steps, 

namely, data framing, tokenisation, normalisation and TF-IDF stop words feature selection. 

 

3.1.1. Data frame 
A data frame is a 2D array-like table where each column contains the values for a single variable and 

each row contains a set of values for each column [20], A data frame should possess the following characteristics: 

a) The names of each column should not be empty. 

b) Each row should be given a unique name. 

c) The data can be of numeric, character or factor type. 

d) All columns should contain the same number of items. 
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3.1.2. Tokenisation 

In the tokenisation step, the text data are split into tokens or simple independent units of words or 

terms depending on their distance in order to separate the words in the text from one another [13], These 

tokens are also crucial in natural language processing (NLP). 

 

3.1.3. Normalisation  

The next step in NLP is pre-processing the articles to normalise the data. In this step, different forms 

of the same letter are normalised by converting all characters into lower or upper case and deleting all 

symbols and numbers [20]. 

 

3.1.4. TF-IDF model 

TF-IDF generates weighted term vectors that will be subsequently used for clustering and 

classification. The TF-IDF model is widely applied in feature extraction and selection [21], In this step, the 

articles are transformed into a document vector, and each article is represented by an array of weights. In this 

case, the collection of text documents can be represented in matrix form where each document is assigned to 

a single row and each feature in a list of vocabulary is assigned to each column. Each feature is also 

associated with a weight to indicate its relative importance in the entire document. The parameters in the TF-

IDF model employed in this work include stop word (='English') and max_features (=2**12) to guarantee 

high clustering and classification accuracy.  

 

3.2.   Training and testing datasets 
The training and testing sets are separated with cut-offs of 80% and 20%. These sets are later used 

as inputs for dimensionality reduction and for both the classification and clustering algorithms. Each word is 

treated as an atomic unit, and each term is assigned a weight according to the TF-IDF model.  

 

3.3.   Dimensionality reduction with t-SNE 

Dimensionality reduction is an optional step that can be achieved by using classification and 

clustering models. To guarantee an excellent performance, previous studies have applied dimensionality 

reduction to address time and memory complexities. Moreover, conducting pre-processing via dimensionality 

reduction is also more efficient than developing inexpensive classifiers. T-distributed stochastic neighbour 

embedding (t-SNE) is a nonlinear dimensionality reduction method for embedding high-dimensional data 

that is widely utilised for visualisation in a low-dimensional feature space [22], Moreover, using t-SNE can 

reduce a high-dimensional features vector into a 2D plane. During this process, t-SNE keeps similar instances 
together whilst pushing different instances far from one another. As shown in Figure 2, the resulting 2D 

plane reveals which articles are clustered near one another. In this study, t-SNE is applied with the 

parameters verbose (=1) and perplexity (=5) to guarantee an excellent performance. 
 

 

 
 

Figure 2. Dimensionality reduction via t-SNE  
 

 

3.4.   Clustering algorithms 

The clustering algorithm aims to maximise intra-cluster similarity whilst minimising intercluster 

similarity, both of which are calculated by using several measures, including the Euclidean distances between 

the data points and nearest cluster centroids [13], This step can also be used to create a tool for identifying 

articles that are similar to the target article, thereby limiting the number of articles that need to be analysed. 

Two clustering algorithms are applied in this work, namely, hierarchical clustering and k-means clustering. 
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3.4.1. Hierarchical clustering 

Hierarchical methods can be either agglomerative (bottom-up approach) or divisive (top-down 

approach) [23], Hierarchical clustering, also known as hierarchical cluster analysis, groups similar objects 

into groups called clusters that are distinct from one another [13]. Agglomerative clustering treats each 

document as an independent cluster and merges all homogeneous clusters until no further merging can be 

performed. To guarantee excellent performance, several parameters are employed in this work, namely, 

n_clusters (=10), affinity (='euclidean') and linkage (='ward'). 

 

3.4.2. K-Means clustering 

K-means clustering algorithm clusters documents based on the entropy global term weighting method 

and aims to determine how many k clusters are available in the data. This algorithm iteratively moves k centres and 

selects data points closest to the centroid [24], In this work, an unsupervised k-means algorithm is employed in 

conjunction with input TF-IDF vectors to define the auxiliary sub-task. An auxiliary sub-task definition is then 

formulated for each of the main NLU tasks [20]. Meanwhile, the k-means unsupervised technique is applied to 

obtain the labels necessary for establishing supervised classification techniques given that the dataset lacks any 

label. The parameters clusters (=10), n_jobs (=4) and verbose (=10) are employed in this work. 
 

3.5.   Classification algorithms 

Text classification or categorisation uses a set of class-labelled documents from a specific domain to 

build a model that provides class predictions for arbitrary documents from the same domain [25], This study 

employs three classification algorithms, namely, RF, DT and bagging. 

 

3.5.1. Random forest 

RF is a popular ensemble modelling algorithm that achieves excellent predictive performance by 

combining multiple models from the same domain [26], An RF is represented by a set of unpruned DTs that 

are grown based on multiple bootstrap samples that are drawn (with replacements) from the training set via 

randomised split selection. RF is a rapid and accurate technique employed for document categorisation and 

text classification. RF can train text data sets much faster than other techniques, including deep learning, yet 

is slow in making predictions after training [22], This study employs the parameters n_estimators (=100), 

random_state (=42) ands n_jobs (=4) to achieve optimal accuracy.  

 

3.5.2. Decision tree 

DT has been successfully employed in many fields for classification. This technique has a structure 
that resembles a hierarchical decomposition of the data space [27], DT performs inductive learning from the 

data and obtains a tree-like structure that is equivalent to a set of decision rules [28], The main idea of this 

algorithm is to create a tree based on the attributes of the categorised data points. However, which of these 

attributes should be ascribed to the parent or child level needs to be determined. DT is a very fast algorithm 

for both learning and prediction but is extremely sensitive to small perturbations in the data and is prone to 

overfitting. Nevertheless, such challenges can be addressed by employing validation and pruning. In this 

study, the DT algorithm is combined with different parameters.  
 

3.5.3. Bagging 

Bagging is employed to classify documents and text datasets and is generated by using different 

bootstrap samples, with each bootstrap generating a uniform sample from the training set [22]. Bagging 

creates a sequence of classifiers in consideration of the modifications applied to the training set. This method 

has also been applied to improve the efficiency of standard machine learning algorithms. The classifiers 

created by bagging are combined into a compound classifier, which prediction is assigned a weighted 
combination of individual classifier predictions [29], Regardless of these advances, bagging has several 

disadvantages, including its computational complexity and loss of interpretability, which prevents this 

algorithm from recognising the importance of each feature. The parameters n_estimators (=100) and 

random_state (=1) are employed in this work. 

 

 

4. RESULTS AND DISCUSSION  

This section presents the dataset, learning algorithms, a performance evaluation criteria and 

evaluation measures used in this work. The clustering and classification algorithms that are applied in our 

work, depending on the title in the articles. Python (Notebook) is used to process the results.  
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4.1.   Dataset description 

In collaboration with leading research groups around the world, the Allen Institute for AI has 

prepared the CORD-19 dataset, a free resource that consists of over 44,000 scholarly articles on COVID-19 

and the coronavirus family, of which more than 29,000 articles are presented in full text with 15 features as 

shown in Table 1 [14], This dataset aims to help researchers apply the recent advances in NLP to obtain 

novel insights that can support the race for a solution to the COVID-19 pandemic. 

 

 

Table1. Description of dataset 
Features Name Description Records 

Sha  The paper records have PDFs or include multiple files (some PMC files have 

multiple associated PDFs).  

28462 non-null 

Source_x The articles source such as (Elsevier). 44220 non-null 

Title All articles title in this dataset (our work on this feature).  43996 non-null 

Doi Populated for all "BioRxiv/MedRxiv" paper records and most of the other records. 40750 non-null 

Pmcid Populated for all PMC paper records.  23319 non-null 

Pubmed_id ID of the articles populated for some of the records. 22943 non-null 

License  Custom_license of articles.  44220 non-null 

Abstract The abstract of all articles that are already there.  35806 non-null 

Publish_time Publishing time for articles.  34197 non-null 

Authors The names of authors in the articles.  41074 non-null 

Journal The names of journals publishing articles. 33173 non-null 

Microsoft Academic Paper 

ID 

Populated for some of the records. 964 non-null 

WHO #Covidence Populated for all CZI records and none of the other records. 1767 non-null 

Has_full_text Number of the "PDFs" were processed with full text. 44220 non-null 

Full_text_file The signal the "tar.gz" file in which the full text "json" resides. 32829 non-null 

 

 

4.2.   Pre-processing results 
The dataset is pre-processed to facilitate data framing, remove the irrelevant words and symbols in the 

selected articles, revert some words back to their original forms and apply the TF-IDF model. The employed 

dataset contains 29,315 full-text articles. The data are entered in four stages, with each stage aiming to process and 

improve the presentation of these data. Figure 3 shows how the articles are entered into an easy-to-use data frame, 

whereas Figure 4 shows the dataset after the tokenisation and normalisation of the text abstracts, body texts and 

titles. In Figure 4, when compared to Figure 3, we notice the disappearance of the symbols and tokens in the 

tokinasation, as well as the transformation of all texts in the abstracts, body texts and titles into lower case.  

 

 

 
 

Figure 3. Dataset to data frame  
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Figure 4. Tokenisation and normalisation  

 

 

4.3.   Dimensionality reduction by t-SNE 
A scatter plot is generated by using the plain text from the titles of each article as shown in Figure 5. 

The sklearn feature in Tf-IDF Vectorizer is then used to transform each instance into a features vector, and 

the dataset is divided afterwards for training (80%) and testing (20%). Dimensionality reduction is eventually 

applied to the feature vectors by using t-SNE as shown in Figure 2. In this part, a solution to the problem was 

drawn up based on the titles in the articles and then classified accordingly, as shown in Figure 5.  

 

 

 
 

Figure 5. Titles of full-text articles 

 

 

4.4.   Clustering results 

The clustering performance of hierarchical and k-means clustering on an unlabelled CORD-19 

dataset is initially evaluated. Hierarchical clustering recursively merges a pair of clusters that minimally 

increases a given linkage distance. In this work, a total of 10 clusters are employed, and the 'euclidean' 
distance and linkage ('ward') are used to compare the performance of hierarchical clustering with that of k-

means clustering as shown in Figures 6 and 7. K-means clustering is employed to generate the labels for the 

supervised classification models. The parameters k, n_jobs and verbose are set to 10, 4 and 10, respectively. 

Each cluster is also subjected to topic modelling to obtain the keywords for each cluster. 
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Figure 6. Hierarchical clustering 

 
 

Figure 7. K-means clustering 

 
 

4.5.   Classification results 

The classification evaluation performance of RF, DT and bagging on CORD-19 is then evaluated. 

The fit function in Python is used with accuracy, precision and recall as performance measures. Table 2 

presents the classification results for the training dataset. In line with our expectations, RF shows the best 

performance amongst the three classification algorithms, followed by bagging and DT. Table 3 presents the 

classification performance of these algorithms for the testing dataset. In line with Table 2, Table 3 shows that 

RF achieves the best performance amongst the three classification algorithms employed when we chose 

classification based on the title in the articles in this work. 

 
 

Table 2. Classification results for the training dataset 
Models RF DT Bagging 

Accuracy 98.625 97.750 98.075 

Precision 97.685 95.702 96.303 

Recall 97.471 95.884 96.140 
 

Table 3. Classification results for the testing dataset 
Models RF DT Bagging 

Accuracy 98.267 97.633 97.833 

Precision 96.612 95.332 95.766 

Recall 97.111 95.380 95.803 
 

 

 

5. CONCLUSION  

 This work aims to aid specialists in understanding the spread of COVID-19 around the world and in 

devising an effective treatment against the virus. Confirmed cases and deaths are mostly distributed in 

economically developed countries with strong medical testing capabilities. COVID-19 is known for its strong 

infectivity, long incubation period and difficulty of detection, all of which contribute to its rapid spread. This 

study attempts to understand the responses of developing countries to the pandemic by examining published 

articles that are directly related to COVID-19 in hopes of determining those factors that affect their ability to 

respond to such pandemic. The CORD-19 dataset, which is the most comprehensive dataset of machine-

readable literature on COVID-19 and coronaviruses available to date, presents an unsupervised learning 
problem that can only be solved by using text and data mining tools [14]. This study attempts to address such 

problem by using a four-stage methodology. Firstly, the articles included in the CORD-19 dataset are pre-

processed, in which these articles are cleaned and filtered via tokenisation, visualisation and application of 

TF-IDF, resulting in a final dataset containing 29,315 full-text articles that is divided into a training and 

testing dataset at a 80:20 ratio. Secondly, the dimensionality of the dataset is reduced by using t-SNET, 

hierarchical and k-means clustering are applied, where the articles in the final dataset are grouped into 

clusters based on the similarities in their titles, Labels are also generated by k-means clustering. Fourthly, the 

three data mining techniques RF, DT and bagging are applied to classify the similar articles based on their 

titles and to determine which of these algorithms show the best performance. The proposed topic model 

ACCM outperforms the other models that have been applied on the CORD-19 dataset in terms of (title) 

clustering and article classification, and the RF technique is the best results in the classification. 
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