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 Mobile Ad hoc Network (MANET) is a network that consists of several 
nodes that connect without using a permanent infrastructure. Each node in 
MANET moves inside and outside of the network freely and randomly.  
The free and random movements of nodes may cause the topology of the 
network to change constantly. Therefore, the task of finding routes between 
nodes is a big challenge. Routing protocols in MANET can be divided into 
three categories, namely, proactive, reactive and hybrid routing protocols. 
Hybrid routing protocols such as the Zone Routing Protocol (ZRP) combines 

the advantages of both proactive and reactive routing protocols by dividing 
the network area into many overlapping zones. Data transmission to nodes 
within the zone is done using a proactive routing mechanism, while data 
transmission to nodes outside the zone is done using a reactive routing 
mechanism. The zone radius in ZRP determines how much proactive and 
reactive routing is used, and therefore plays a key role in determining the 
performance of the network. In this paper, the performance of the ZRP 
routing protocol is evaluated using the NS2.33 network simulator. The focus 

of the research is to evaluate the ZRP performance concerning the network 
size and density to identify an optimum ZRP zone size that will provide good 
performance. The performance is evaluated by using four performance 
metrics which are normalized routing load, average end-to-end delay, 
throughput, and packet delivery fraction. The results show that ZRP produces 
the best performance when the zone radius size is equal to two hops. 
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1. INTRODUCTION  

A MANET is a collection of wireless nodes that can dynamically form a network to exchange 

information without using any pre-existing fixed network infrastructure [1-3]. Each node in MANET uses its 

transmission range to send and receive packets [4, 5]. Routing paths in mobile ad-hoc networks potentially 

contain multiple hops and some nodes are unable to communicate directly with other remote nodes because 

the transmission range of each node in the MANET is limited. Therefore, the responsibility of every node in 

MANETs is to work as a router [6, 7]. Designing routing algorithms for MANET imposes a big challenge  

[8, 9]. One of the reasons is because the random mobility of nodes in MANET can affect the network 

topology through frequent topology changes and network partitions. Another reason is that the variable and 

unpredictable capacity and availability of wireless links may cause a large amount of packet loss. Moreover, 
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the broadcast nature of the wireless medium introduces the hidden terminal and exposed terminal  

problems. Additionally, mobile nodes have restricted power, computing and bandwidth resources and require 

effective routing schemes. Therefore, the design of an optimum routing protocol for MANET is highly 

complex [10, 11]. 

There are three categories of MANET routing protocols: proactive, reactive and hybrid. In a 

proactive routing protocol, each node maintains an up-to-date routing table. In a reactive routing protocol,  

a new route is created based on demand. Although proactive routing protocols provide high reliability and 

low latency in finding a route, these protocols do not perform well in a large MANET because of the 

overhead required to maintain an up-to-date routing table for thousands of mobile nodes. This large routing 

overhead can decrease the total bandwidth efficiency. Reactive routing protocols, on the other hand, do not 
need to maintain an up-to-date routing table for the whole MANET. Routes are acquired on-demand. 

However, this may cause a significant delay every time a new route is requested, which in turn can reduce the 

performance in real-time traffics. Hybrid routing protocols attempt to combine the best features of proactive 

and reactive protocols [12-14]. In hybrid routing protocols, each node will keep an up-to-date routing table 

only to a group of other nodes. This will allow data transmission to these nodes to be done instantly, without 

the delay to search for a path. On the other hand, since the routing table only keeps up-to-date routes to a 

small group of nodes, routing overhead can be significantly reduced. An example of a hybrid routing protocol 

is the Zone Routing Protocol (ZRP) [15-18]. 

In ZRP, the number of nodes involved in proactive routing is determined by the zone size.  

The larger the zone size, the larger the number of nodes that a node needs to have an up-to-date path to in its 

routing table. Although this will theoretically decrease the delay in sending data to these nodes, having more 
nodes in the up-to-date routing table may also increase the control packets being sent to maintain the routing 

table, which in turn may congest the network and degrade the routing performance in a certain way.  

As a result, there is a limit in terms of the number of nodes that should be involved in proactive routing. 

Therefore, it is important to identify an optimum ZRP zone size that will provide good performance 

concerning different routing performance metrics. In this paper, the optimum ZRP zone size will be 

determined using simulation. In the simulation, multiple MANETs with various network size and density will 

be evaluated with different values of zone radius. 

The zone radius in ZRP is an important parameter because it determines the zone size and thus,  

it can satisfy the balance between proactive routing and reactive routing and provide an optimum routing 

performance for ZRP. Jagga et al. [19], three MANET routing protocols were evaluated, which are DSR, 

STAR, and ZRP concerning throughput, jitter, and average end-to-end delay. The result shows that STAR 

was better than DSR and ZRP. Pathak et al. (2015) [20] evaluated the performance of three routing protocols 
in MANET which are AODV and DSR as reactive routing protocols, and ZRP as a hybrid routing protocol, 

for the packet size. The result shows that DSR is better than AODV and ZRP when the packet size is small, 

while AODV is best when the packet size is large. Dixit and Shrivastava [21] evaluated the performance of 

three MANET routing protocols which are DSR, AODV, and ZRP by using directional metamaterial 

antenna. The result shows that DSR is better than AODV and ZRP. 

As a summary of the relevant works reviewed above, many researchers in the recent past years have 

been done many kinds of research on ZRP but few of them have researched the effect of zone radius in ZRP 

on network performance. In particular its effect on the network performance to the nodes density and the 

network size. In ZRP, the density of the nodes involved in proactive routing is determined by the zone size. 

The larger the zone size, the larger the number of nodes that a node needs to have an up-to-date path to in its 

routing table. Although this will theoretically decrease the delay in sending data to these nodes, having more 
nodes in the up-to-date routing table may also increase the control packets being sent to maintain the routing 

table, which in turn may congest the network and degrade the routing performance in a certain way.  

As a result, there is a limit in terms of the number of nodes that should be involved in proactive routing. 

Therefore, they need to know the suitable zone radius is very important and its impact on the two most 

important metrics in the network, which are the network size and density. In this paper, the optimum ZRP 

zone size will be determined using simulation. In the simulation, multiple MANETs with various network 

sizes and density will be evaluated with different values of zone radius. 

 

 

2. SIMULATION SETUP 

Two different scenarios are created and simulated in the NS2.33 simulator to evaluate  

the performance of the ZRP routing protocol. The difference between the two scenarios lies in the simulation 
parameters which are to be evaluated. In the first scenario, the performance of the ZRP routing protocol is 

evaluated concerning the number of nodes in the network. Increasing the number of nodes in a network of a 

specific size will increase the network density. In the second scenario, the performance of the ZRP routing 
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protocol is evaluated for the network size. In each scenario, four test cases are evaluated. In the first test case, 

the zone radius was configured to be two hops. For the subsequent test cases, the zone radius was increased 

to three, four and five respectively. The performance of the four test cases in each scenario is compared with 

each other to identify the zone radius that gives the best routing performance.  

In the simulation, nodes are free to move arbitrarily; thus, the network topology that is typically multi 

hops may change randomly and rapidly at unpredictable times. In scenario 1, the number of nodes was varied and 

they were distributed within a 1500m x 1500m area. In scenario 2, the density of the nodes was constant to 50 

nodes. These nodes were spread inside a network environment of various sizes. In both scenarios, the simulation 
period was equal to 900 seconds, the radio range was set to 250 meters, the pause time was constant to 20 second 

and the maximum speed was 20 m/s. The simulation parameters for the two scenarios are shown in Table 1. 

 

 

Table 1. Simulation parameters for scenarios 1 and 2 
Simulation Parameters Scenario 1 Scenario 2 

Number of Nodes 50, 60, 70, 80, 90 and 100 nodes 50 nodes 

Simulation Time  900 seconds 900 seconds 

Map Size  1500 m x 1500 m (1500m x 1500m) - (2250m x 2250m) 

Max Speed  20 m/s  20 m/s 

Mobility Model  Random waypoint  Random waypoint 

Traffic Type  Constant bit rate (CBR) Constant bit rate (CBR) 

Packet Size  512 bytes 512 bytes 

Connection Rate (Nominal Radio Range) 4pkts/sec 4pkts/sec 

Pause Time  20 second 20 second 

Number of Connection  5  5 

Bandwidth of links 2Mbit 2Mbit 

MAC layer type IEEE 802.11 IEEE 802.11 

Radio range 250 250 

 

 

3. PERFORMANCE METRICS 

The performance metrics used are the standard metrics commonly used to measure and evaluate  

the performance of routing protocols. In this research, four performance metrics are used. The performance 
metrics selected are: 

Packet Delivery Fraction (PDF): it is to measure the success of the protocol performance in 

delivering packets sent by the source node to the target node. Through which the ratio of the number of 

packets received to the target node divided by the number of data packets sent from the source node.  

The higher the result value is the better the protocol performance, the higher the value is the best in 

delivering the data to the target node. This metric calculates the correctness, completeness, and reliability of 

the routing protocol performance to measure its effectiveness. The following equation has used to calculate 

the packet delivery fraction (PDF) in the performance of ZRP [22-24]: 

 

     
∑       
   

∑       
   

     (1) 

 

Throughput: it is to measure the ratio of the number of data packets that have successfully received 
by the target node over a specified period (bytes per second). Factors that affect the throughput include 

frequent changes in the network topology, limited bandwidth, unreliable communication, and limited energy. 

The following equation has used to calculate the throughput in performance of ZRP [2, 25]: 

 

           
∑      
   

              
 (2) 

 

Average End-to-End Delay: it is to measure the total delay occurring during the packet data journey 

from the source node to the target node. Collecting several small delays produces a total delay in the network. 

These delays include all the delays that are likely to occur during the packet journey such as waiting until  
the path is found, waiting in the queue until it reaches its role in the transportation, delayed production at  

the failure of transport and re-transmission. The average end-to-end delay (E2E) metric depicts the packet 

journey time from the source node to the target node: Whenever the average end-to-end delay is lower will be 

the best performance. It is calculated through dividing the total time differences between the send times  

of CBR packets and their receive times on the total number CBR packets that have received. The following 

equation has used to calculate the average E2E of data packets in the performance of ZRP [5, 26]. 
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Normalized Routing Load: it is a calculated number of control messages that have sent for routing  
in the network to determine the load on the network. It is measured by calculating the number of routing 

messages sent per data packet has reached the target node. Each hop crossed by the routing message  

during the transportation is considered as one transmission. The following equation has used to calculate 

NRL [4, 27]. 

 

     
∑       
   

∑       
   

 (4) 

 

 

4. SIMULATION RESULTS AND ANALYSIS FOR SCENARIO 1 

The packet delivery fraction of the four test cases of ZRP for scenario 1 is shown in Figure 1.  

The figure shows that the packet delivery fraction slightly decreases in all ZRP cases with an increase in  

the number of nodes. One possible reason that causes this decrease is that whenever the number of nodes 
increases, there will be more control messages due to the increase in the number of nodes within the zone, 

where they will use proactive mechanism. This can congest the network and therefore less network capacity 

is available for actual data delivery. 

When comparing between those four test cases of ZRP, it is evident from Figure 1 that the packet 

delivery fraction of ZRP decreases gradually with the increase in zone radius as represented in the four cases 

of ZRP (i.e. The packet delivery fraction gradually decreases from the case that has zone radius equal to two 

to the cases that have larger zone radius). In ZRP, routing to nodes within the zone is done using IARP 

(proactive) and routing to nodes outside the zone is done using IERP (reactive). However, as the zone radius 

increases, the proactive area of the ZRP also increases. The nature of proactive routing protocol is that  

the nodes will flood the network with control messages to find new routes to nodes that belong to their 

routing zones, and update their routing tables whenever any change happens in the network topology because 
of the movements of the nodes. Therefore, the overhead and consumption of bandwidth are increased due to 

the increase in control messages. This negatively affects network performance. Therefore, it can be 

concluded that with the gradual increase in the size of the zone radius, the packet delivery fraction decreases. 

The result of the simulation in terms of throughput is shown in Figure 2. Based on the results, it can 

be seen that the throughput slightly decreases with the increase in the number of nodes. The reason for this is 

similar to the reason that causes the decrease in the packet delivery fraction where whenever the number of 

nodes increases, there will be more control messages due to the increase in the number of nodes within the 

zone. This can congest the network and therefore less network capacity is available for actual throughput. 

When comparing between those four cases of ZRP, it is evident from Figure 2 that the throughput of 

ZRP decreases gradually with the increase of zone radius. The reason is also the same reason that has caused 

the gradual decline in terms of the packet delivery fraction as mentioned above where the increase in zone 

radius will cause more control messages that will use a large amount of bandwidth. This, in turn, will 
decrease the throughput of data transmission. Therefore, it can be concluded that with the gradual increase in 

the size of the zone radius, the data throughput will also decrease. 

 

 

  
 

Figure 1. Packet delivery fraction for scenario 1 

 

Figure 2. Throughput for scenario 1 
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Figure 3 shows the result of the simulation in terms of the average end-to-end delay. It is evident 

that with the gradual increase in the number of nodes in the network, the average end-to-end delay also 

decreases regardless of the size of the zone radius. The reason is that with the increase in the number of 

nodes within the same network area, there will be more overlapping zones that will increase the use of IAPR, 

which uses proactive routing. With proactive routing, the routes are readily available and can be used 

immediately. This, in turn, will lower the average end-to-end delay in transmitting data from source to 

destination node regardless of the size of the zone radius. When comparing the four test cases as shown in in 

the figure that, it is evident that whenever there is a gradual increase in the size of the zone radius,  
the average end-to-end delay is gradually decreased. The last test case with the zone radius equals to five hops 

is better than all the other cases. The reason is due to the increased scope of IARP. With a larger radius, more 

nodes will be included in IARP, which uses proactive routing. Therefore, a larger portion of data transmission 

can be transmitted immediately without having to query for a path since the path is already available in the 

source node’s routing table. As a result, as the zone size gets larger, the average end-to-end delay decreases.  

Figure 4 shows the normalized routing load of the four test cases. From the figure, it is evident that 

the normalized routing load in all the four test cases is increasing gradually with the increase in the number 

of nodes. This is because increasing the number of nodes would consequently increase the number of control 

messages generated. Thus, the routing load of the nodes would also increase due to the need to process  

the increasing number of control messages. It also shows the normalized routing load as the zone radius gets 

larger. From the result, it can be seen that the larger the zone radius, the normalized routing load will also 

increase. The reason is that as the zone radius gets larger, more nodes will be included in IARP as a proactive 
manner; this will lead to more control messages. A summary of the results that have been obtained for 

scenario 1 is shown in Table 2 and Table 3. 

 

 

  
 

Figure 3. Average End-to-End delay for scenario 1 

 

Figure 4. Normalized Routing Load for scenario 1 

 

 

Table 2. Evaluation of the four test cases of ZRP for scenario 1 
Performance Metrics ZRP-w-R2 ZRP-w-R3 ZRP-w-R4 ZRP-w-R5 

PDF 1 2 3 4 

Throughput 1 2 3 4 

E2ED 4 3 2 1 

NRL 1 2 3 4 

 
 

Where (1), (2), (3), and (4) represent the best, the second-best, the third-best, and the worst, 

sequentially. 

 

 

Table 3. The effect of the number of nodes on ZRP performance for scenario 1 
Performance Metrics Variation in Performance Metrics When Nodes Density Increased in the Network 

PDF Decrease 

Throughput Decrease 

E2ED Decrease 

NRL Increase 
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5. SIMULATION RESULTS AND ANALYSIS FOR SCENARIO 2 

The result for packet delivery fraction is shown in Figure 5. In scenario 2, the packet delivery 

fraction gradually decreases in all test cases with the increase of the network size and continues to decline 

until they became very close to each other in a large network (2250m x 2250m). 

There could be two reasons for this. The first reason is that as the network size increases, the nodes 

become distributed in a wide area, thus the distance between the nodes becomes farther and nodes have more 

freedom of movement. Therefore, the topology of the network becomes more prone to change. For  

this reason, the overhead is increased as the intermediate nodes send more control messages to update their 

routing tables using IARP inside their routing zones. Because of this overhead, the network becomes busy 

most of the time and this negatively affects the network performance. The second reason is that due to  
the long distance between nodes and the limited radio range of the nodes, the opportunities to provide routes 

between the source nodes and the destination nodes become lower. Therefore, it can be concluded that  

the packet delivery fraction decreases as the network size increases. 

When comparing the four test cases as shown in Figure 5, it is evident that there is a gradual decline 

in terms of the packet delivery fraction whenever the value of the zone radius is increased. The reason  

that has led to the gradual decline in the packet delivery fraction as the zone radius gets larger is due to  

the increase in the overhead and bandwidth consumption whenever the size of the zone radius is increased. 

The overhead is a result of an increase in the use of IARP, which is flooding the network with control 

messages whenever there is a change in the network topology to identify new routes to all nodes within  

the zone and update their routing tables. Thus, the negative effect of the overhead on network performance is 

increased whenever the zone radius increases. Therefore, the first test case where the zone radius equals to two 
hops was the best in terms packet delivery fraction compared to the other test cases with larger zone radius 

because with smaller zone radius, the number of nodes involved in proactive routing is small and this lowers the 

utilization of bandwidth for control messages. On the other hand, when the zone radius is small, the area that 

uses the reactive routing mechanism (IERP) is wider than the area that uses the proactive routing mechanism 

(IARP). The reactive routing mechanism is used to find routes to nodes outside the zones on demand and the 

advantages for this routing protocol lie in its low overhead and low bandwidth consumption, and are therefore 

suitable for large networks. All these advantages of IERP are exploited when the zone radius size is small. 

Figure 6 shows the simulation result in terms of throughput for scenario 2. The figure shows that  

the throughput in all four test cases decreases whenever the network size is increased and continues to 

decline until they became very close to each other in a large network. The reason that led to this decrease is 

the same reason that caused a gradual decline in terms of packet delivery fraction as explained above. 

Figure 6 also shows that there is a gradual decline in terms of throughput whenever the value of  
the zone radius is increased. The first test case where the zone radius is equal to two hops is the best in terms 

of throughput. Again, the explanation of why this happens is similar to the explanation for the result of  

the packet delivery fraction above. 

 

 

  

 

Figure 5. Packet delivery fraction for scenario 2 

 

Figure 6. Throughput for scenario 2 

 

 

Figure 7 shows the simulation result for the average end-to-end delay. Based on the result, it can be 

seen that as the network size gets larger, the delay is also getting longer. This is because as the network size 

gets larger, the distance between nodes may also be larger. Therefore, the propagation delay between nodes 
will increase. Furthermore, as the distance between nodes gets larger, some nodes may be inaccessible for a 
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certain duration due to the limited radio range. The source node may require several attempts before those 

nodes can be found by the routing protocol and this will cause further delay.  

Figure 8 shows the normalized routing load for the four test cases in scenario 2. This figure shows 

that the normalized routing load increases in all test cases whenever the network size is increased. The reason 

is that as the network size gets larger, nodes are free to move farther. This makes it easy for links to be 

broken and the nodes involved need to generate and process more control messages to update their routing 

tables. This increases the routing loads of the nodes. A summary of the results that have been obtained for 

scenario 2 is shown in Table 4 and Table 5. 
 

 

  

 

Figure 7. Average End-to-End Delay for scenario 2 

 

Figure 8. Normalized Routing Load for scenario 2 

 

 

Table 4. Shows an evaluation to four test cases of ZRP for scenario 2 
Performance Metrics ZRP-w-R2 ZRP-w-R3 ZRP-w-R4 ZRP-w-R5 

PDF 1 2 3 4 

Throughput 1 2 3 4 

E2ED 4 3 2 1 

NRL 1 2 3 4 

 

 

Where (1), (2), (3), and (4) represent the best, the second-best, the third-best, and the worst. 
 

 

Table 5. The effect of the network size on ZRP performance for scenario 2 
Performance Metrics Variation in Performance Metrics when Network Size increased 

PDF Decrease 

Throughput Decrease 

E2ED Increase 

NRL Increase 

 

 

6. CONCLUSION 

The performance of ZRP has been examined and evaluated the NS2 Network Simulator to identify 

the zone radius that gives the best routing performance for ZRP. Two scenarios have been used in this 

simulation. The first scenario evaluates the network performance in terms of network density and the second 

scenario evaluates the performance in terms of network size. In each scenario, we examined four test cases, 

wherein each test case; a different zone radius value is used. The zone radius used for the test cases is 2, 3, 4 
and 5 hops respectively. To evaluate network performance, four performance metrics are used. The 

performance metrics used are packet delivery fraction, throughput, average end-to-end delay, and normalized 

routing load. Based on the results given by the simulation, it is clear that an increase in either the number of 

nodes in the network or the network size will lower the performance of the network. It can also be seen that a 

zone radius of two hops provides the best performance for three out of the four performance metrics used in 

this research. The three performance metrics are packet delivery fraction, throughput and normalized routing 

load. Only network performance in terms of end-to-end delay becomes better as the zone size gets larger. 
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