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 This paper presents an optimisation of extreme learning machine by league 
championship algorithm based on food images. Extreme Learning Machine 
(ELM) is an effective classifier because of the performance which is higher 

than other classifiers’ aspects. However, some important drawbacks still 
work as a hindrance like failure of optimal selection weights for the weights 
of the input-hidden layer and the output of the threshold. In spite of the wide 
number of problem-solving attempts, there was no solution to be considered 
effective. This paper presents the approach of hybrid learning and the League 
Championship Algorithm is used by for the purpose of selecting the input 
weights and the thresholds outputs. The experimental outcomes showed that 
the performance of proposed technique is superior as compared according to 

different scenarios of the measures to benchmark. The proposed method has 
achieved an overall accuracy of 95% for UEC food 100 dataset and 94% for 
UEC food 256 dataset comparing with 94% and 80% for baseline 
approaches. 
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1. INTRODUCTION  

In ELM, the initiation of the hidden nodes was random and thereafter fixed without tuning 

repetitively and it has been introduced by [1-3], it is not required for the hidden nodes in ELM to be neuron 

identical. The connections between the output and the hidden layer are the only free parameters needed to be 

learnt. As follows, the formulation of the ELM appears as a linear-in-the-parameter model and it boils down 
to find out a solution for a linear system [4]. 

ELM has been used in the purpose of items’ categorisation. It considered as a neural network of 

feed-forward single hidden layer and the generating of its input weights and threshold goes randomly.  

The least-square method calculates the output weights of ELM and it is a reason why the ELM shows a high 

speed on both testing and training [1, 5]. Simplicity and efficiency in terms of execution are the merits of this 

approach and [6], that is because of the training repetition and more ability to capture knowledge from 

training dataset that it has as one entity. In addition, the approach seems to perform much better with several 

kernel functions and non-linear activation, whereas some exception of SVM which used kernels only [7, 8]. 

The optimisation area of the ELM has been exposed by numerous researchers. The self-adjusting 

extreme learning machine, SA-ELM, has been presented and launched by some of the well-known 

researchers like [9]. The objective function values have been minimalized by the adjustment of the biasness 
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of the hidden layer and the input-weights of ELM with “learning and teaching phase”, and that is based on 

the conception of the improved teaching learning-based optimisation. The eight benchmarks functions 

applied the SA-ELM and test its feasibility and validity. Generalisation performance and regression 

accurateness appear better with SA-ELM compared to ELM and fast learning network. Though, its process 

applies more complexity and much running time than the process applies in ELM. Various optimisation-

based ELM, in addition to SA-ELM, were found in the literature: the input weights and bias of ELM have 

been optimised by Sun [10], based on Particle Swarm Optimisation (PSO). Bat algorithm are used by both 

[11], for optimisation of the biases and weights of ELM. Competitive swarm optimizer has been applied by 

[12], to optimise the standards of the hidden neurons and the input weights of the Extreme Learning 

Machine. An active operator’s particle swam optimisation algorithm have been used by [13], in order to 
obtain an optimal set of initial parameters for KELM, therefore, to create a classifier for the optimal KELM. 

A memetic algorithm of ELM base has been proposed by [14]. The local search strategy is been 

embedded into the global optimisation framework and this is by the proposed algorithm in order to 

achieve optimal network parameters. New type of particle swarm heuristic algori thm has been proposed 

by [15]. Which is called Multitask Beetle Antennae Swarm Algorithm, and the structures of Beetle 

Antennae Search algorithm (BAS) and Artificial Bee Colony (ABS) algorithm is its own inspiration. 

The memetic algorithm approach is processed for the purpose of optimising the biases of Extreme 

Learning Machine and the input weights.  

Furthermore, the using meta-heuristic searching concept for optimisation the ELM classifier was 

used with kernel type of ELM. [16-18], have proposed quantum-based behaved particle swarm optimisation 

weighted multiple kernel ELM. Several studies have addressed the random problem [9, 19]. The literature 
contains numerous approaches were used for optimising the weights and biases of ELM. However, the results 

of these solutions have shown several gaps such as a difficult structure of the algorithm, long training time, 

slow, and local minima. Consequently, this problem will be tried to solve it by using a League Championship 

Algorithm (LCA). 

According to [20], extensive experiments on various benchmarks, the author indicated that the League 

Championship Algorithm shows encouraging performance which advocates supplementary practical applications 

and developments to be worthy for an investigation in the upcoming studies. The results also showed that when 

compared to Differential Evolutionary algorithm (DE), genetic algorithm (GA) and (PSO), LCA performs better 

considerably, its simple structure and it has a fast running. This led us to select LCA to be used as an optimisation 

algorithm for the weights and biases on ELM. Numerous researchers have applied LCA in many fields [21-24]. 

This paper presents a new combination method of ELM with LCA as so called L-ELM weights 

additional to hidden biases, also the Moore-Penrose (MP) generalized inversely in the purpose of calculating 
the output weights. The LCA centres an optimisation of the SLFN output weights and forcing the hidden 

biases and input weights within a practical range for improving the convergence performance of ELM.  

The organisation of this paper shown as follows: Section 2 presents some preliminaries of LCA and ELM 

also introduces the proposed method. Whereas Section 3, contains experiment results which is given to 

exhibit proposed algorithm effectiveness. Finally, Section 4 offers the concluding remarks. 

 

 

2. RESEARCH METHOD 

The following section firstly providing the dicription on how ELM principels are working particulary 

the selection of algorithm. Secondly giving the enough illustration about LCA dose work.  

Lastly, we are presenting the enhanced model of L-ELM which is showing the adjustment of the hidden layer 
bias and input weights of ELM uses a hybrid technique as so called LCA, and to improve performance of ELM. 

 

2.1.  Extreme learning machine (ELM) 

Considering that, each vector of features is regarded as one row in the data and its corresponding 

item encoding. The data consists of   random distinct samples (     )  

where:                   
  and                     

There is a possibility to model an activation function      and  ̃ hidden layer neurons with standard Single 
Hidden Layer Feed-forward Network (SLFN) as follows: 

 

∑   
 ̃
    (       )      (1) 

 

where:                           
  

   is the weight connecting of     hidden knob and input,    is the weight connecting     hidden 

node and the output and    is the threshold of     hidden neuron. 
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Huang et al. [1], proved the possibility of differentiation in the activation function when the needed number 

of the hidden layer neurons is lower than the data size or  ̃   . The above described training algorithm of 

the ANN is introduced in three following points: 

a) Assign arbitrarily random bias and weights as   , and   .  
b) Calculate the hidden layer output matrix.  

c) Calculate the output weights   by using the (MP) generalised inverse of the hidden layer output matrix.  

 

2.2.  League championship algorithm (LCA) 

This method improved by [25], and lately suggested the based algorithm of stochastic population for 

a worldwide continuous optimisation that attempts to imitate an environment of a championship in which 

synthetic teams play for some weeks as an artificial league (iterations). In each week the schedule of the 

league is given, and a several members indicate sport teams play in pairs and the result of the game is 

determined in an expression of lose and win, the playing strength (fitness value) is given along with the 
anticipated team formation (solution) developed by each team. An artificial modelling matches the analysis 

of each team which places the needed in its formation (generating a new solution). As well as, the 

championship and the match of the afterwards week continuous as a number of seasons (stopping condition) 

until the optimal solution attainment. Figure 1 illustrates the LCA steps as follows. 

 

 

 
 

Figure 1. The Steps of LCA 

 
 

2.3.  An optimisation extreme learning machine (L-ELM) 

The hidden biases and the input weights (linking the input to the hidden layer), in ELM, are elected 

arbitrarily and the output weights (linking the hidden to the output layer) are decided analytically by using 

the MP. The formula used to inverse a non-square matrix.  

 

               (2) 
 

where    transpose of matrix  ,    MP of matrix    

Additional to the higher generalization performance, ELM is not only faster than the traditional 

learning algorithm but as well it avoids several difficulties encountered by the methods of learning, such as 

learning rate, stopping criteria, local minima and learning epochs. However, in many cases, the ELM tends to 
require more hidden neurons than conventional tuning-based algorithm. As a result, the unnecessary or non-

optimal hidden biases and input weights may occur.  

First, the adjustment of the hidden layer bias and input weights of ELM uses a hybrid technique as 

so called LCA, and to improve performance of ELM in classifying food items and to find optimal weights of 

the input layer and the thresholds of the hidden layer an optimisation takes place for the network structure. 

The original population is made unsystematically, then the algorithm converges toward the optimal weights 

or the weights that achieve the best accuracy. 

A set of hidden biases and input weights composes each member in the population: 

 

   [w11, w12, ..., w1K,……, wn2, ... wnK, ..., b1, b2, ..., bK]  (3) 

 
Second, the corresponding output, for each member (a set of weights and biases), are calculated analytically 

using the MP generalized inverse. Then, an evaluation occurs for the fitness of each member. And the cost 

function supposedly is root mean squared error.  
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3. RESULTS AND DISCUSSION 

This section discusses the comparative analysis performance of the suggested technique against 

some existing methods as SVM linear, SVM with RBF and standard ELM based on four measures (including 

recall, precision, accuracy, and F-measure) using two standard datasets as UEC food 256 [26], and UEC food 

100 [27], is conducted as shown in Tables 3 and 4. In addition reports performace of L-ELM depend on 

accuracy with CNN, DCNN, SVM with MKL and ELM algorithms had been clearly provided in Tables 4 

and 5. The programs entirely are run in MATLAB 2015b environment.  

In Table 1 the configuration of the algorithm is illustrated. The reason for selecting this configuration is to 

validate the proposed L-ELM based on the number of neurons equal or higher than the number of inputs. The number 

of solutions and iterations are selected in the least minimum needed number to obtain good optimisation of ELM. 
The results of the comparative analysis of the proposed technique against existing techniques using the UEC 

food 256 dataset are illustrated in Table 2. The results of the relative analysis of the performance among the methods 

are presented by using recall, precision, accuracy and F-measure. From the table can be seen that the value of 

accuracy of SVM linear is smaller than accuracy of ELM, SVM RBF and L-ELM. While, the L-ELM technique is 

generating the best accuracy in this dataset. It is observed the highest of F- measure (higher recall and precision) is 

(89%) produced by ELM compared with SVM linear and SVM RBF but is less than value of F-measure for L-ELM 

technique. Based on the results, the L-ELM performance is more effective than other methods. 

Table 3. includes the results of the relative analysis of the performance of the suggested technique 

against existing techniques using different measures. From the table can be observe that the value of accuracy 

of SVM linear is smaller than accuracy of ELM, SVM RBF and L-ELM. While L-ELM generates the best 

accuracy in this dataset. Also, It is noticed the highest of F- measure (higher recall and precision) is (93%) 
produced by ELM compared with SVM linear and SVM RBF, but is less than value of F-measure is (96%) 

for L-ELM. The results obtained the L-ELM technique performance is more effective than other methods. 

 

 

Table 1. Configuration of the proposed algorithm 

Dataset 
Activation 

Function 

Hidden 

Neurons 

Number of 

Solutions 

Number of 

Iterations 

Number of 

Classes 

UEC Food 256 Dataset Sigmoid 50 30 10 31 

UEC Food 100 Dataset Sigmoid 50 30 10 30 

 

 
Table 2. Performance analysis of classification for the proposed technique and other techniques using  

UEC food 256 dataset 
Dataset Algorithms Recall Precision Accuracy F-measure 

UECFood256 Dataset 

ELM 0.889401 0.89636 0.889401 0.892867 

SVM Linear 0.612903 0.529568 0.612903 0.568196 

SVM RBF 0.626728 0.594767 0.626728 0.610329 

L-ELM 0.940092 0.947005 0.940092 0.943536 

 

 

Table 3. Performance analysis of classification for the proposed technique and other techniques using  

UEC food 100 dataset 
Dataset Algorithms Recall Precision Accuracy F-measure 

UEC-100 Dataset 

ELM 0.933333 0.944497 0.933333 0.938882 

SVM Linear 0.642857 0.563981 0.642857 0.600842 

SVM RBF 0.652381 0.582363 0.652381 0.615387 

L-ELM 0.957143 0.965 0.957143 0.961055 

 

 

Based on UEC food 256 dataset, the Table 4. demonstrates that the proposed technique yielded 

better result compared to DCNN [28], with 74% and CNN [29], was produced 80%. Hence, the proposed 

technique is more appropriate and realistic to use in classifying food items from images. Figure 2. Contains a 

graphical representation of the outcomes. 

 

 

Table 4. Results of comparison of the classification for food item images based on accuracy using  
UEC food 256 dataset 

Algorithms Accuracy 

CNN 80.7% 

DCNN 74.4% 

L-ELM 94.00% 
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Figure 2. Graphical representation of the classification between L-ELM, DCNN & CNN for  

UEC food 256 dataset 

 
 

Table 5. displays the outcomes of the comparative analysis of the proposed technique against 

several previous studies using UEC food 100 dataset. These studies are [27-31], From the table, it can notice 

the L-ELM was more realistic in terms of accuracy, which records 95% vs. SVM with MKL [27] with 55%, 

vs. ELM [31], with 80% and vs. CNN [29], was near of result of L-ELM by 94% also DCNN [30] was 92%. 

A graphic representation of comparison results is illustrated in Figure 3. 

 

 

Table 5. Results of the comparison of the 

classification for food item images based on 

accuracy using UEC food 100 dataset 
Algorithms Accuracy 

SVM with MKL 55.8% 

ELM 80.33 

DCNN 92.00% 

CNN 94.6% 

L-ELM 95.71% 
 

 
 

Figure 3. Graphical representation of the 

classification of L-ELM vs. SVM with MKL vs. 

DCNN and vs. CNN for UEC food 100 dataset 

 

 

4. CONCLUSION 

This paper presents a current learning algorithm entitled League Extreme Learning Machine which 

utilizes the merits of LCA and ELM respectively. It makes the use of the rapid minimum norm least-square 
design to analyze the output weights rather than tuning, and a change form of LCA is used to optimise the 

hidden biases and the input weights. The suggested method of L-ELM, dissimilar to the gratified-based 

methods, does not need the activation functions in order to be differentiable, applying L-ELM can be used for 

training SLENs additional to the nonlinear hidden units like threshold units which are claimed to be easier for 

hardware implementation. The findings further showed that the experimental output for implementation the 

L-ELM algorithm was more effective than the other methods. 
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