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 Anomaly detection is widely in demand in the field where automated 

detection of anomalous conditions in many observation tasks. While 
conventional data science approaches have shown interesting results, deep 
learning approaches to anomaly detection problems reveal new perspectives 
of possibilities especially where massive amount of data need to be handled. 
We develop anomaly detection applications on city train vibration data using 
deep learning approaches. We carried out preliminary research on anomaly 
detection in general and applied our real world data to existing solutions.  
In this paper, we provide a survey on anomaly detection and analyse our 
results of experiments using deep learning approaches.  
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1. INTRODUCTION 
Anomaly detection takes place in many different kinds of data types spanning from symbolic data to 

numeric data, thus tackles many different technological problems. Since many anomaly detection tasks 

require handling of massive amount of data, deep learning approaches are being actively attempted and 

suggest positive results. However, anomaly detection for continuous time-series data, such as vibration 

signal, is less studied compared to anomaly detection of other non-temporal and symbolic types. Moreover, 

online real-time anomaly detection is technologically much demanding for real world applications, which 

would provide much benefit when solved.  

We carry out a development of anomaly detection solution on city train operation by observing 

vibration data collected using an accelerometer that is mounted on a train. Our goal is to experiment feeding 

our data to typical applications as a feasibility study. In this paper, we first look at existing anomaly detection 

works using deep learning approaches. We then describe our experiments on the application of our data to 
two of those existing systems that are known to be appropriate for time-serial data. The result shows positive 

feasibility for anomaly detection on time-series vibration data using those deep learning approaches. 

However, in actual practical circumstances we often encounter situations where there are lack of or no 

anomalous data that makes robust classification very difficult or impossible. Without solving this problem, 

the capacity of anomaly detection using deep learning approaches will be very limited We suggest that one 

class classifier should provide a strong clue for tackling this problem of lack of anomalous data, which we 

suggest as future research direction.  
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2. SURVEY ON ANOMALY DETECTION 

In a large dataset, some rare cases of data that stand out among others, that is known to be anomaly 

conditions, are often required to be picked up. Anomaly could broadly fall into such categories as point, 

contextual, and collective anomalies with respect to the characteristics of data [1-6]. Point anomalies works 

on a set of classifiable entities so that anomalous values could be linearly separated from others. Contextual 

anomalies refer to conditional anomalies where an individual data instance is anomalous within a context, 

such as in a case where abrupt temperature change in a monthly room temperature pattern. Collective 

anomalies refer to a case when a set of related data instances is anomalous compared to the rest of the data 
such as in a case where missing heartbeat found among a series of other ones.  

On the other hand, anomaly detection processing methods can be categorized into: Clustering-based 

technology [7]; Statistical techniques [8]; Information theory-based technology [9]; Spectral techniques; 

Robust PCA-based method [10], etc. Directly related to the topic of this paper, Sequential anomaly detection 

looks at data that are sequential, e.g., system call intrusion, climate data, DNA sequence, etc. Majority of 

conventional approaches are of the type of off-line while in the real world on-line application is often desired. 

Recent applications of deep learning technologies to anomaly detection shows in good performance 

in some domains and the scope of application is rapidly expanding. Many anomaly detection applications for 

sequential data, such as time-series vibration data, are implemented using Long Short Term Memory (LSTM) 

networks (e.g. [11, 12]).  

Anomaly detection from a time-series and streaming type of data can be applied to such tasks as 

dealing with sensor data analysis, diagnosing machineries, medical applications, network intrusion, 
documents, finance, etc [13]. In time-series data, anomaly detection tasks firmly rely on the characteristic of 

„the continuity in time.‟ However, in reality, one will often find lack of anomalous data. For example, in such 

a case in a factory machine, it is very difficult to obtain anomalous data that would only available from a very 

limited rare case of malfunction of machines. Therefore, many try to solve this problem by modelling normal 

observation and finding out anomalies by figuring out distance from the normal observation.  

Generative Adversarial Network(GAN) is recently often used for anomaly detection. Schlegl, et al. 

reported unsupervised anomaly detection using GAN on medical images [14]. They first train discriminator 

that will learn to discriminate real data from fake data. This trained discriminator is then used to find out 

anomalous data. Once learned, the discriminator will obtain manifold in the latent space that had been formed 

from given source data. In order to detect anomaly conditions, any incoming data that is sufficiently off the 

learned manifold can be regarded as anomalous data. GAN is also applied to noisy image training data in the 
case of hand written character recognition [15]. GAN anomaly detection is also applied to time-series data 

(eg. [16, 17]). We first use GAN for our first experiment to examine feasibility for our train data to be used 

for anomaly detection. 

 

 

3. CITY TRAIN VIBRATION DATA 

For our experiments, we use vibration data from an accelerometer that is mounted on a city train of 

Busan city, Republic of Korea. Experiment data were collected in an ASCII data form during a normal trip of 

a train on a railway. The data format is shown in Figure 1.  

 

 

 
 

Figure 1. Raw vibration data format 
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The sampling rate of the data is approximately 33.3Hz. We use the longitudinal vibration data and 

lateral vibration data for our experiment. Since the train travels in various speeds from a station to another 

station, we took a section of data that are sampled during a constant speed of approximately 70Km/h which is 

a typical top speed of train between stations. 

Figure 2 left shows the format of longitudinal(X-column) and lateral(Y-Column) vibration data extracted 

from the raw data table to feed into our network as input data. From the raw data, Figure 2 right shows longitudinal 

and lateral vibration waveform along time of trip, in which the vibrations are clearly shown.  

 

 

  
 

Figure 2. longitudinal (X) and lateral (Y) vibration data as input data (left), waveform (right) 

 

 

We carried out spectral density analysis on the train vibration data as shown in Figure 3.  
The waveform shown on the top shows vertical vibration middle, horizontal vibration and the last, root-

mean-square of vertical and horizontal vibrations. The three bottom graphs show the power spectrum density 

of the waveforms in an order from left to right. They show that large portions of frequency components of the 

vibrations are located below approximately 20Hz. This frequency characteristic will probably change 

according to train speed while still reflecting some meaningful information about the train operation 

including the condition of the railroad, leaving out such train-sped-dependent analysis left for our  

future work.  

 

 

 
 

Figure 3. Power spectral density analysis of vibration signals 

 

 

4. TRAINING DATA USING GAN 
We first carried out an experiment to examine whether a deep learning system could learn our train 

data waveform pattern. Once a system learns typical vibration waveform patterns then anomaly detection 

could be realized by calculating distance from learned form and the incoming signal.  
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We chose infoGAN by Chen et al. for our first experiment [18]. InfoGAN is a generative adversarial 

network that learns disentangled representations in a completely unsupervised manner. Thus such 

classification ability could be used to learn typical pattern of time-series vibration data. We adopted an 

InfoGAN implementation [19] for time-series data and feed our data to execute learning process. The result 

is shown in Figure 4, where the cross entropy value(loss/ce) drops significantly that indicates that learning 

process converges to a certain direction.  

 

 

 
 

Figure 4. Result of learning process of vibration data using time-series implementation of InfoGAN 

 

 

5. TRAINING DATA USING LSTM 

In this section, we describe our experiment on our city train vibration data anomaly detection based 

on an LSTM implementation anomaly detection [11, 20]. Anomaly detection using machine learning can be 

divided into two kinds of approaches: 1) both normal data and anomalous are available; 2) only normal data 

are available. The case 2) about is difficult since the network never saw anomalous data. However, a network 
that could learn to predict next coming sequence like LSTM could be used to tackle this problem. An LSTM 

network learns off-line the pattern of the normal healthy data and be able to predict next coming sequence 

given the previous data. Then the system compares the incoming real data with the predicted data to figure 

out the difference. If the difference is higher than a certain threshold, the system reports the incoming data as 

anomaly. Since the vibration data that we have available are only normal data, therefore „leaning to predict 

and comparing‟ as explained above would be an appropriate approach. An LSTM is considered to be a 

suitable method for this purpose. This approach could be more articulated to be able to work online for real-

time applications. We describe our feasibility study for train vibration data below using an LSTM model.  

The structure of layered LSTM that we adopted for our experiment is shown in Figure 5 [11]. This model is 

based on typical LSTM structure and we used a layered LSTM structure.  

 
 

 
 

Figure 5. Typical LSTM structure(left) and Layered LSTM structure (right) [11] 
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The way the LSTM cells are connected is in a form of fully connected stacked LSTM as shown in 

Figure 6 along input and output sequences. In order for the LSTM network to learn the sequence of the 

vibration data, the model used parameters shown in Table 1.  

 

 

 
 

Figure 6. Fully connected stacked LSTM model 

Table 1. Parameters used for LSTM 

model training 

Parameter Value 
Number of input 

features 
128 

Number of hidden 
layers per layer 

128 

Number of layers 2 
Number of epoch 400 

Initial learning rate 0.0002 
Batch size 64 

Sequence length 50 
dropout 0.2 

 

 

 

 

Using the parameters above, we trained the LSTM model. Figure 7. shows the signal that our LSTM 

model generates along the learning span of 400 epochs. According to the waveform prediction results shown in 

Figure 7, along the progress of learning, our LSTM model learns to generate sophisticated waveforms gradually 

resembling the train data. However, even in the generated waveform in the last graph resembles the signal in 
terms of global periodic variation, it misses out details of textures. We leave further tuning of the model and 

parameters for future work when sensing device is re-engineered and much more data are available.  

 

 

  

(1) (2) 

  
(3) (4) 

 

Figure 7. The waveforms that the LSTM model predicts and generates (from top to bottom along epochs) 

 

 

We next carry out comparison between real input signal and the predicted signal. The measure that 

indicates the amount of difference between input signal and predicted (or desired) signal is referred to as 

„Anomaly Score.‟ In our experiment, we take the Anomaly score by Multivariate Gaussian Distribution 

shown below [11]. 
 

              (     )   (     )
 

 (1) 
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The comparison result is shown in Figure 8. The overlapped signal area on the top of in the figure 

shows the signals overlapped, the input original normal signal and the generated predicted signal. The red 

graph in the bottom of the graphs show the results of computed anomaly score. The smaller amplitude 

indicates the higher precision the prediction is. There are many very high peaks in the anomaly score and this 

means the model‟s poor performance such that the predicted signal keeps significant distance from the 

original signal. This means that the system would most likely report such peaks as anomaly conditions.  

We will work on improving the performance when we obtain more vibration data in the future.  

 
 

 
 

 
 

Figure 8. The overlap of input and output data (blue part) and the following anomaly score (red part), (top: 

vertical vibration, bottom: horizontal vibration) 

 
 

So far, we described our experiments using an LSTM model that predicts next steps of signals given 

the current signals. We then showed our results of computation of anomaly scores. This method could be 

effective when one lacks anomalous data or none.  

However, we criticise that this method must be limited in situations where natural signal data are 

unique or show a narrow scope of variations. This means that if the vibration characteristic would vary 

depending on locations of railroad and the kinds of trains, such method will be too limited. Thus, we 

introduce a classification and clustering method that would overcome the problem of varying signal 

characteristics. The procedure of an anomaly detection by classification and clustering is as follows: 

a) Taking samples of signal segments using overlapped windows by half of each segment to prevent 

feature loss; 
b) Carrying out classification and clustering by unsupervised learning on the sampled segments, then the 

resulting sets of segments will be classified sets in terms of known characteristics of features; 

c) Given the learned clusters, actual incoming data is fed by taking samples of overlapped windowed 

signals then locate those samples in the cluster space for comparison with the learned clusters; 

d) If the incoming data fall onto an existing cluster space then the signal is classified as normal, otherwise 

the incoming signal is classified as anomaly. 
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Classification and clustering method described above is expected to be an effective anomaly 

detection in the real application to the train operation. We implemented clustering of the train vibration data 

mentioned above using the code provided in [21]. Total 40,000 numbers of quantized samples of vertical and 

horizontal vibrations are processed. In the step of data pre-processing we first normalize the data and takes 

segments of 100 data samples which thus makes 4,000 numbers of segments. We chose only 100 segments 

from this pool for simplicity. Similarities are computed between every pair of data segments. We tried four 

different kinds of similarity computation methods as follows: 

a) Euclidean Distance: Similarities by geometrical distance that is widely used for standard data; 

b) Root Mean Square Error(RMSE): Standard deviation generalized distance; 

c) Dynamic Time Warping(DTW): Calculating optimal matching pairs of sequences in time that allows 
warping in time space; 

d) Longest Common Subsequence(LCS): Time-series similarity computation by finding the longest 

progression, which is robust to noise.  

Our experiment is limited to make six clusters given 100 segments of the input signal.  

The experiment showed that LCS method provides the best result. Roughly clustered data can be observed in 

the Principal Component Analysis(PCA) calculated by the LCS method. Figure 9 shows the codes and result 

of PCA on the clustering using the LCS method.  

We extract intersecting features given mean, standard deviation, and slope based on the result 

computed by LCS method on the signal samples. Figure 10. shows the result. The bottom left and bottom 

centre that is the horizontal vibration(sensor2) shows clusters are roughly formed.  

 
 

 
 

Figure 9. Examples of sampling of windowed 

segmentation of source train vibration data 

 
 

Figure 10. Cluster graphs obtained by calculation across 

the reference of mean, standard deviation, and slop 

 

 

The result so far shows positive feasibility of anomaly detection of our train vibration data by 

classification and clustering. We need to increase the size of data for more generalized results. The number of 

clusters also need to be changed during clustering experiments to find an optimal number of clusters.  

We chose 100 data samples as the size of the sampling window. This data sample number needs to be 

adjusted for optimal classification and clustering. Different data sets and different window size might also 

influence anomaly detection algorithm to be chosen.  

 
 

6. FUTURE RESEARCH AND CONCLUSION  

Our future works need be carried out in two directions: 1) real-time adaptive anomaly detection; and 

2) anomaly detection using one-class classifier. First, real-time adaptive anomaly detection is crucial because 

our trains will experience various railway conditions [22]. The physical construction of trains might also be 

variable. Thus, it is not surprising that even normal signals could vary depending on locations, time, and 

trains. Therefore, taking a development direction in the adaptive, real-time, and online learning is desired. 

Second, since it is difficult to obtain anomalous data in our case, developing a robust method that uses only 

normal data to learn effectively and distinguish any unknown anomaly signal from normal ones. In this 

perspective, research on one-class classifier will be very helpful. Sabokrou, et al. reported a successful end-

to-end network for learning one-class classifier. By preserving both generator and discriminator, they were 
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able to build a robust classifier learning network. Other approaches to one-class classifier includes [23-26]. 

Other areas of artificial intelligence need to be considered to tackle anomaly detection problems, for example 

the feature extraction in Natural Language Processing [27]. 

We described in this paper our experiments on anomaly detection using our time-series data 

collected from city train vibration during normal operations. We first examined feasibility for training of data 

using GAN and obtained positive results. We then applied our data to a layered LSTM. The system learns to 

predict vibration signals although the anomaly scores were not satisfactory. Our development of new device 

to collect vibration data is underway. Once the device is available we will carry out an upgraded development 
using new data sets. We have shown in this paper classification and clustering experiments on our vibration 

data. We obtained a satisfactory degree of trust of feasibility so that future refinement and introducing 

alternative methods such as one-class classifier would be expected to be practically feasible in real-time 

anomaly detection on time-series vibration data.  
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