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 IoT data is collected in real time and is treated as highly reliable data because 
of its high precision. However, it often exhibits incomplete values for reasons 
such as sensor aging and failure, poor operating environment, and 
communication problems. The characteristics of IoT data transmitted with 
high precision and time series are suitable to use LSTM, which is one kind of 
RNN. In this paper, when applying LSTM to data quality improvement in 
IoT environment where data are collected simultaneously from several 
sensors, it is suggested that it is effective to construct LSTM individually for 

each sensor accuracy.  
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1. INTRODUCTION 

IoT technology helps to create a more sophisticated virtual world by recording the real world more 

closely. Therefore, IoT technology is the next generation tool that transforms most of our everyday life and 
industry [1-6]. IoT is defined as a global network with an infrastructure that has self-configuring  

capabilities [7].  

Since the sensors connected to each other using various communication technologies form a 

network while interacting with each other, the data transmitted from each object must be reliable. However, 

the level of quality of IoT data is threatened due to external exposure or moving objects, the physically 

unprotected networks or local area networks, and the aging of the natural environment or objects. 

Due to the importance of IoT data, efforts to increase the reliability of the IoT sensor and the 

communication environment itself are continuing. In addition, it is recognized that the IoT environment is 

inferior, and efforts are being made to verify reliability or to replace it with the correct value while  

collecting data.  

For example, statistical models have been developed for a long time as a way to improve quality 
problems by replacing missing data with predicted values [8-15]. IoT data has time-series characteristics 

because it periodically collects data from sensors. Using this characteristic, Recurrent Neural Network such 

as LSTM is used [16-28].  

In this paper, when LSTM is applied to quality problems such as missing data generation in IoT 

environment, the accuracy of prediction depends on the dimensionality of the input data. In the IoT 

environment, multiple data are collected at the same time, so it is possible to construct an individual LSTM 

network for each sensor or to integrate a large number of data into one LSTM network. In this paper, we try 

to show how the difference between the two methods affects the quality of IoT data.  
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Our approach implements multiple LSTM networks to individually process the data collected from 

the sensors and a single LSTM network that batches the input data into an array. We compare how the two 

network configurations show performance differences when multiple data is inputted simultaneously. In this 

paper, we propose an efficient method for constructing LSTM in IoT environment.  

The remainder of this paper is organized as follows. Section 2 describes the related research. Section 

3 provides a detailed description of the proposed verification method. In Section 4, simulation results and 

analysis are performed. Section 5 presents conclusions.  

 

 

2. EXISTING RESEARCHES ABOUT RESEARCH DATA 
The direction of data quality improvement in IoT environment has mainly been focused on 

predicting missing data. Missing data prediction is a process of predicting and correcting a normal data value 

when data cannot be collected from the sensor due to various reasons. This process ensures the quality of the 

underlying data required to process or analyzes data after data collection.  

Clinical data is a representative example of applying LSTM to the quality problem of IoT data. 

Since the clinical data consists of multivariate time series of observations, it is easy to apply in LSTM.  

As a result of applying the LSTM model, it proved that the performance is superior to that of the 

conventional hand-designed model and multi-layer perceptron [3].  

Despite various research results, there is a lack of research on how to deal with sensor data input. 

For example, it is determined whether plurality of data to be simultaneously input is treated as one data set or 

individual input data. 
 

 

3. DEEP LEARNING FOR DATA QUALITY IN IoT DATA 

3.1.  LSTM model design for data quality 

LSTM learns data input in time series (tn-1… t0) and predicts data of next time(t1). Assuming that 

the predicted value provides an accurate value above a certain level, the difference between the predicted 

value and the input data indicates the possibility of error data. In particular, if the input data has a missing 

value, it can be corrected to the predicted value calculated by the LSTM.  

Figure 1 is a general model that uses LSTM to improve the quality of time series data. In Figure 1,  

t + 1 is the current time at which the missing value occurred and t2 ... t0 is the value of the previous data of  

the sensor.  

 
 

 
 

 

Figure 1. Missing value prediction model using LSTM 
 

 

3.2.  Two methods for LSTM input layer design in IoT data 

We looked at the most common model of using LSTM for data quality problems. However, in actual 

IoT environment, it is rare to collect only one sensor data. Most of the time, data is collected from many 

sensors at the same time.  

In this case, the network is designed by determining whether the data input at the same time is 

processed as one LSTM input or each independent LSTM. In this process, it should not be chosen as 

expectated that the input of data at the same time without experiment or verification of the data environment 
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will better describe the situation in which the data is generated. Therefore, in this paper, the difference of the 

prediction rate is verified through the experiment when the two methods are applied.  

The verification method presented in this paper is shown in Figure 2 and Figure 3. First, Figure 2 is 

a method of integrating and predicting input data in one LSTM simultaneously. Figure 3 shows how LSTMs 

are individually constructed and predicted for each sensor. The error rate (RMSE) between the predicted 

result and the actual value of the test interval is calculated and compared, and then the network configuration 

method is selected. 

 
 

 
 

Figure 2. Multi dimensional input layer design 

 

 

 
 

Figure 3. Single dimensional input layer design 

 

 

4. EXPERIMENTS 

4.1.   Evaluation methodology 

In order to calculate the error rate according to the above two methods, the experimental 

environment in which data is inputted simultaneously by a plurality of sensors is constructed. The LSTM 

environment applied to each experimental case is the same. In our implementation, our deep learning 

platforms, tensorflow and Keras, were used, and gradient algorithms were used to perform five epochs in 

each model. In addition, normalization and drop-out are applied to prevent over-fitting.  

Some of the data used in the experiments are periodic and partly irregular, but all have time-series 

characteristics. Only the test results were analyzed without performing the verification process.  

The following Figure 4 presents the data pattern of the experimental data. 
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Figure 4. Patterns of experimental data 

 

 
Data collected from 100 sensors were used in all experiments. To estimate the error rate according 

to long - term dependence, we use two kinds of data, total of 540,000 and the latest 3,600 data. A total of four 

experiments were performed using a single, multi-dimension network according to the input type of  

the network. 

 

4.2.   Results 

Table 1 and Figure 5 show the average error rates of the sensors for each test method. RMSE (Root 

Mean Square Error) was used for each sensor. Experimental results show that when the LSTM is individually 

configured for each sensor, the error rate is low. 

 

 

Table 1. As a result of calculating the error rate 
Single Dimensional LSTM Multi Dimensional LSTM 

54 million 3600 54 million 3600 

4.802 17.593 47.191 28.500 

 

 

 
 

Figure 5. As a result of calculating the error rate 

 

 

In addition to the average value of RMSE, the RMSE calculation result of each sensor also shows 

that the error rate is low by implementing LSTM individually in all cases. Table 2 shows representative 

values of the error rates of 100 sensors and shows the individual error rates in Figure 6.  
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Table 1. Representative value of error rate 

Representative Value 
Single Dimensional LSTM Multi Dimensional LSTM 

54 million 3600 54 million 3600 

Average 4.802 17.593 47.191 28.500 

Standard Deviation 4.684 22.221 104.321 41.161 

Variance 21.941 493.770 10882.961 1694.192 

Min Value 0.044 0.156 2.338 0.280 

Max Value 18.472 123.772 965.859 248.772 

 

 
Figure 6 shows that the error rate is limited to 100 in order to facilitate the comparison and is 

presented in order of error rate of 'all data - individual LSTM'. 

 

 

 
 

Figure 6. Error rate of individual sensor 

 
 

4.4.   Discussion 

In the experiment using whole data, the individual LSTM construction method showed low error 

rate in all sensors. In some data experiments, 95 LSTM construction methods showed low error rate in 95 

sensors. In both cases, it is suggested that the construction method of individual LSTM has higher predictive 

power than the method of inputting data at once. In particular, the error rate increases from 29% to 42% 

depending on the input method. This suggests that constructing and using LSTM by inputting collected data 

separately has better results in terms of long-term dependence.  

 

 

5. CONCLUSION 

The input data to be processed in one LSTM network is not only due to its ease of construction, but also 
to consider the effect of the data appearing at the same time. Experiments have shown that this method, however, 

reduces prediction accuracy compared to individual network conception methods. Therefore, we conclude that 

LSTM should be constructed separately for each number of time series data even in the environment where a large 

number of data is collected at the same time. Future research should include additional methods to consider the 

association between data collected at the same time and criteria to identify error data. 
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