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 Tremendous number of f food images in the social media services can be 
exploited by using food recognition for healthcare benefits and food industry 
marketing. The main challenges in food recognition are the large variability 

of food appearance that often generates a highly diverse and ambiguous 
descriptions of local feature. Ironically, the ambiguous descriptions of local 
feature have triggered information loss in visual dictionary constructions 
from the hard assignment practices. The current method based on hard 
assignment and Fisher vector approach to construct visual dictionary have 
unexpectedly cause errors from the uncertainty problem during visual word 
assignation. This research proposes a method of combination in soft 
assignment technique by using fuzzy encoding approach and maximum 

pooling technique to aggregate the features to produce a highly 
discriminative and robust visual dictionary across various local features and 
machine learning classifiers. The local features by using MSER detector with 
SURF descriptor was encoded by using fuzzy encoding approach. Support 
vector machine (SVM) with linear kernel was employed to evaluate the 
effect of fuzzy encoding. The results of the experiments have demonstrated a 
noteworthy classification performance of fuzzy encoding approach compared 
to the traditional approach based on hard assignment and Fisher vector 
technique. The effects of uncertainty and plausibility were minimized along 

with more discriminative and compact visual dictionary representation. 
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1. INTRODUCTION  
The advancement of mobile devices technology that provides a better imaging quality has attracted 

an interest from researchers to adopt object recognition method to facilitate self-dietary assessment via an 

automatic food recognition [1, 2]. Dietary assessment is a treatment for diet-related chronic diseases such as 

diabetes, hypertensions, and heart diseases that been strongly linked with the obesity and being overweight 

that are caused by imbalanced nutrition intake and lack of physical activities. This health issue has seriously 

affected nations worldwide as 1.9 billion adults were categorized as overweight in 2018 and 650 million of 

them were obese [3]. In addition to that, the explosion of social media services have witnessed the popularity 

of food images which creates potential to food recognition algorithm to be used for analysing the eating 

habits and food preferences which are useful for food industry. 

https://creativecommons.org/licenses/by-sa/4.0/
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In general, there are two main steps to accomplish food recognition task which are image 

description and classification [4]. Image description is a process to extract the visual content of foods. In 

particular, local feature is more suitable to represent food features as the properties of local features that 

capture minuscule parts of the food beside its robustness towards illumination, scale, rotation, and orientation 

which made it capable to deal with the cluttered appearance of foods [1, 5, 6]. The interest points that were 

detected and described have produced a high volume and diverse features that require the features to be 

transformed into another more simplified representation by using certain feature encoding technique.  

Feature encoding is a process in bag of feature (BoF) model to construct the visual dictionary in 
order to represent the characteristics of image features from the highly diverse and massive volume of 

interest points. BoF model has been employed to encode local features in many food recognition studies  

[1, 5, 7, 8]. Feature encoding is a crucial step in BoF as it has significant impact on the classification 

performance [9]. The most common feature encoding technique used in previous studies is by using hard 

assignment approach where k-means clustering algorithm was used to generate centroids or visual words  

[1, 7, 10]. The feature encoding by using hard assignment works by assigning each feature description from 

interest point to visual word solely based on the distance between interest point and visual word. The high 

variations of foods that produce highly diverse ambiguous feature descriptions [1, 11, 12] may strongly lead 

to information loss or error while assigning feature descriptions to visual words. The errors in feature 

encoding occurred due to uncertainty and plausibility problem. Uncertainty and plausibility problem had 

been earlier discovered in scene image classification [13, 14] which showed that any image with a large 

variety of appearance suffer from uncertainty and plausibility problem.  
The uncertainty and plausibility problem are triggered when a feature description is assigned to only 

one visual word without consideration of other visual words that could be more relevant. In a visual word 

uncertainty, an interest point can have a similar or just a slight difference of distance with two visual words, 

especially for interest points that are located near to the boundary of clusters. These interest points 

represented by using hard assignment can be ambiguous as they are assigned to a visual word without further 

evaluation with other visual words and interest points. On the other hand, visual word plausibility can also 

occur when interest points populated far away from any visual word assigned to any nearest visual word and 

might be wrongly grouped. Figure 1 shows a demonstration of uncertainty and plausibility effect on the 

samples in a food category from UECFOOD-100 dataset. 

 

 

 
 

Figure 1. Uncertainty and plausibility effect on visual dictionary construction by using hard assignment 

 

 

The samples of food image shown in Figure 1 demonstrated the variation of foods that lead to the 

confusion in generating visual dictionary. Obviously, the visual dictionary generated by the three samples 

have different pattern. This will definitely enlarge the intra-class variation in a food category. As mentioned 

in [2] and [12], the intra-class variations and deformable nature of food images have caused uncertainty and 

plausibility problem to become significant. Fisher vector (FV) technique is a more recent feature encoding 
than hard assignment introduced in image classification [15] that can generate a compressed representation 

via a small vocabulary size. FV has been introduced in food recognition in [16] which provides more 

advantage for mobile applications. However, the problem of uncertainty and plausibility still exist in FV 

representation as shown in Figure 2. 
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According to Figure 2, three different patterns of feature representation generated by using fisher 

vector on three food images A, B, and C from the sushi food category. In addition to that, the first-order 

statistic computation in Fisher vector end up with extremely longer feature vector that requires high 

computational cost for classification and less suitable for large-scale application [17, 18]. Therefore, this 

study is mainly proposing a soft assignment feature encoding technique to improve the visual dictionary 

construction in BoF. This study is motivated from the research conducted in [13, 19-21] that had suggested 

the soft assignment technique to deal with the uncertainty and plausibility in scene recognition. Specifically, 

the fuzzy feature encoding technique based on fuzzy set theory (FST) has been selected as it may lead to 

better construction of visual dictionary which in turn lead to better classification performance [22]. 

 
 

 
 

Figure 2. Uncertainty and plausibility effect on visual dictionary construction by using fisher vector 

 
 

In summary, the contributions of this study are four folds: 

a) We improved the BoF model in food recognition by incorporating FST in feature encoding process 

which reduced the uncertainty and plausibility problem.  

b) We proposed the combination of maximum pooling and sum pooling techniques to produce a highly 

discriminative visual dictionary to summarize the encoded features. 

c) We provide evaluation of feature encoding techniques towards different features. 

d) We provide evaluation of feature encoding techniques towards different machine learning classifiers.  

e) We provide evaluation on using different vocabulary sizes in fuzzy encoding technique. 

The rest of the paper is organized as follows. The following sections discuss related works regarding 

feature encoding techniques, the fuzzy encoding technique, the experimental design, experimental results and 

findings are finally concluded in the last section. 
 

 

2. RELATED WORKS 

The bag of feature (BoF) model has been widely used in previous research to represent features 

from food images [5, 7, 8]. Feature encoding is a process within the BoF model that constructs the visual 

dictionary in order to represent the characteristics of image features from the highly diverse and massive 

volume of local feature interest points. The most common feature encoding technique is through hard 

assignment where k-means clustering and hierarchical k-means are used to construct the visual words. In 

these techniques, the centroids or visual words are placed near the most occurring interest points and each 

will be assigned to a single nearest centroid.  

In general, the hard assignment approach to encode the local feature was criticised due to the errors 
created while building the visual dictionary [9, 20, 23]. Hard assignment approach is less suitable for images 

that contain large appearance variability [21]. The reason is that a single visual word feature using hard 

assignment may cause its relevance to other possible visual words to be lost. This can potentially lead to 

visual word uncertainty and plausibility. Visual word uncertainty occurs when a group of nearest interest 

points are assigned to different visual words. These interest points are usually populated near to the border in 

between the cluster regions. On the other hand, visual word plausibility is a case where the interest points are 

populated far from any visual word where they are assigned to any nearest visual word. Consequently, these 

interest points are wrongly grouped with other dissimilar interest points.  
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The problems of uncertainty and plausibility have been long identified in object recognition datasets 

dealing with natural scenes, such as Caltech and Pascal [9, 20, 21, 23, 24]. These datasets exhibit large 

variabilities in image appearances with high intra-class difference and inter-class similarities. As summarized 

by [25], many encoding approaches have been proposed such as Fisher vector, sparse coding, local tangent 

coding, and saliency coding to replace the traditional hard assignment technique.  

However, the soft assignment based encoding using fuzzy logic has been found to be more 

representative at modelling uncertainty and plausibility by allowing multiple degrees of membership 

assignments to each visual word [22, 26, 27]. However, despite the success of fuzzy encoding approaches, to 
the best of our knowledge, the problem of uncertainty and plausibility in food recognition domain have yet to 

be explored. Since food images have very diverse appearances in terms of colour and texture, as well as 

being highly deformable in nature, they are not exempt from uncertainty and plausibility [1, 13]. Moreover, 

the uncertainty problem in food recognition contributes to high intra-class variations where the foods in the 

same category can vary depending on ingredients, location, and individual preferences [11]. In many of the 

previous works pertaining to food recognition, hard assignment by using k-means was adapted in the BoF 

model [1, 7, 28, 29].  

Some of the works have used the fisher representation [30] and sparse coding [31] as alternatives to 

using hard assignment. However, the concentration of fisher representation is more to provide richer gradient 

representations with respect to the mean and co-variance from a gaussian mixture model (GMM), which 

results in a lengthy feature vector. Sparse coding on the other hand is more to capture the salient properties of 

local features. Both methods are not designed for eliminating the uncertainty and plausibility issues in food 
images. 

 

 

3. FUZZY ENCODING IN BOF 

The fuzzy technique to encode the features in BoF is based on the fuzzy set theory (FST) in [32]. 

FST allows soft assignment to be performed where initially each interest point is assigned to multiple visual 

words with different degrees of membership values. The membership value is determined by using a 

Gaussian Probability Density Function based on the distance between interest points and the visual words. 

The closer visual words are assigned higher membership values.  

Fuzzy c-means (FCM) [33] and possibilistic c-means (PCM) [34] are among two established fuzzy 

clustering techniques that perform soft assignment using FST. FCM is known to perform very well on noise 
free data but tends to be sensitive to outliers. PCM on the other hand is able to deal with noisy data. Early 

work by [13] that dealt with the uncertainty problem in visual word had suggested that the higher 

dimensional feature space will create visual word uncertainty due to more interest points lying close to the 

clustering boundary. The uncertainty modelling were used to alleviate the problems and showed 

improvement on classification accuracy on general object recognition datasets. Then subsequent works are 

found in [21] and [19] that adopted uncertainty modelling using FCM for an automatic scene recognition, 

object tracking [23] and many other works [22, 24, 35, 36] have demonstrated the effectiveness of fuzzy 

encoding approach over the traditional approach using hard assignment technique. 

 

 

4. SOFT ASSIGNMENT VS. HARD ASSIGNMENT 
In this section, we illustrate the comparison between hard and soft assignment when constructing the 

visual dictionary. The illustration is adopted from the research conducted in [23]. Figure 3 shows the feature 

encoding technique by using hard assignment. The yellow square denote the visual words and are labelled as 

A, B, C and D. The round shape with the colours red, grey, purple, and green denoted the interest points or 

feature descriptions. The same colour of feature descriptions indicate the high similarity between these 

features. 

Based on Figure 4, the hard assignment by using k-means would generate the centroids or visual 

words and place randomly at high density points. Then, each feature description is assigned to the nearest 

visual words which is shown by the arrow symbol. Table 1 shows the histogram calculation to generate the 

visual dictionary based on Figure 4.  

As shown in Table 1, the histogram of each visual words A, B, C and D is calculated or sum pooling 

from all the feature descriptions that have been assigned to them. Figure 4 shows the histogram of visual 
word A, B, C and D. 
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Figure 3. Feature encoding by using hard assignment 

 

 

Table 1. Visual dictionary construction by  

using hard assignment 
 A B C D 

F1A 0 0 1 0 

F1B 0 0 1 0 

F1C 1 0 0 0 

F2A 1 0 0 0 

F2B 0 1 0 0 

F2C 0 1 0 0 

F3A 0 1 0 0 

F3B 0 0 1 0 

F3C 0 0 0 1 

F4A 0 0 1 0 

F4B 0 0 0 1 

F4C 0 1 0 0 

Histogram 2 5 4 2 

 

 

 
 

Figure 4. Visual word histogram by using hard assignment 

 

 

In the graph shown in Figure 5, all visual words have been assigned with feature descriptions. Based 

on Figure 5, the uncertainty situations occur among the interest points located in the boundary of cluster. The 

hard assignment technique has assigned similar feature descriptions into different visual words. 
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Figure 5. Feature encoding by using soft assignment 

 

 
Based on Figure 5, every feature description is supposed to be assigned to all visual words. 

However, for illustration clarity, the demonstration in Figure 6 shows the assignation with only two visual 

words. Every assignation will return membership value calculated by using FST. As mentioned earlier, the 

uncertainty problem occurs when interest points are located at the boundary of a visual word. For example, 

F1A and F1B are assigned to visual words A and C, both having membership values for both clusters. 

However, careful examination of the weights reveal that both points have heavier weights for visual word A 

and are hence assigned to that cluster. The interest point F2C demonstrates the plausibility problem since it is 

located far from the visual words and the membership value contribute more on visual word A. Table 2 

shows the histogram calculation to generate visual dictionary based on Figure 6. 

Based on Table 2, maximum pooling is initially performed to choose one highest membership value 

for each feature descriptions as highlighted. This is followed by performing sum pooling to finalize the 
histogram. Figure 6 shows the visual word histogram. 

 

 

Table 2. Visual dictionary construction by  

using soft assignment 
 A B C D 

F1A 0.7 0.3 0.6 0.1 

F1B 0.6 0.4 0.5 0.2 

F1C 0.8 0.6 0.5 0.3 

F2A 0.9 0.5 0.4 0.1 

F2B 0.5 0.3 0.4 0.2 

F2C 0.6 0.5 0.2 0.1 

F3A 0.7 0.9 0.6 0.4 

F3B 0.4 0.7 0.6 0.5 

F3C 0.2 0.6 0.3 0.4 

F4A 0.2 0.6 0.5 0.4 

F4B 0.1 0.7 0.5 0.6 

F4C 0.5 0.8 0.4 0.3 

Histogram 6 6 0 0 
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Figure 6. Visual word histogram by using soft assignment 

 

 

According to the histogram shown in Figure 6, the feature descriptions have been grouped into two 

visual words only. However, the uncertainty and plausibility problem has caused the histogram distribution 

of hard assignment in Figure 6 more sparse. Hence, the soft assignment has demonstrated more 

discriminative histogram. 

 
 

5. EXPERIMENTAL DESIGN 

In this section, the overall recognition process to classify food images by using fuzzy encoding 

approach is explained as shown in Figure 8. Experiments using the UECFOOD-100 dataset [37], which 

contains 100 food categories as shown in Figure 7 were conducted. The images are the real setting of food 

images as it was collected from the Internet consisting of multiple classes of food categories whose image 

contrast, lighting, and appearances differ greatly. 

 

 

 
 

Figure 7. Samples of UECFOOD-100 dataset 
 

 

 
 

Figure 8. Food recognition based on fuzzy encoding approach 
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5.1.   Stage 1: interest points detection 
The interest points detector identifies a set of salient regions from an image. It provides stable and 

discriminative interest points that are robust to illumination variation [38]. The interest points detector, besides 

providing a distinctive set of interest points, is also more computationally efficient [39]. Specifically, maximally 

stable extremal region (MSER) detector is used to sample the interest points. MSER is an interest region based 

detector which has proven to be effective among its variant as it yields the best score in terms of effectiveness 

and efficiency in recent study [40]. MSER may provide a more discriminative interest points on food categories 

that have very strong mixture of ingredients as it may represent the irregular shape of foods, typically in 
parallelograms. Indeed, the larger size of patch detection in interest region detectors are more suitable to detect 

food interest points [41]. MSER works by identifying a set of connected candidate regions that are discovered 

by using a global segmentation by using watershed algorithm. Based on an intensity threshold, pixels are 

grouped into two sets which are black and white. The threshold value is changed at each iteration, which 

changes the cardinality of each set. Finally, the extremal regions are generated as connected regions and each 

region will be represented by an interest point that is located in the centre of extremal region. 

 

5.2.   Stage 2: feature descriptions 
Feature description is a process to generate feature vector from each detected interest point. The 

gradient-based features are more effective to deal with the problem of various object deformation, 

viewpoints, illumination, occlusion, and blur resolution [42]. MSER detector however was not built with its 

own descriptor. The empirical study conducted in [40] to evaluate the descriptors for MSER have suggested 
that the speeded-up robust feature (SURF) descriptor is very close to real-time applications. This is because 

SURF used integral image and Haar wavelet to approximate gradient information and very minimum of 

noises were generated. SURF has also scored very well in terms of repeatability, distinctiveness, robustness, 

detection error as well as geometric and photometric deformation [43]. Basically, the SURF describes the 

intensity content surrounding the interest point neighborhood. In the first place, the orientation of each 

feature is identified via pixel convolution in its neighborhood together with the horizontal and vertical Haar 

wavelet filter. The Haar wavelet filters can be illustrated as a block to calculate the directional derivatives of 

the image’s intensity. The features can be described regardless of their orientation via the intensity changes to 

characterize the orientation. 

 

5.3.   Fuzzy feature encoding 
A huge and diverse feature have been generated in feature description stage. At this point, the 

feature descriptions can be represented as from N dimensional features from an image. For instance, 

hundreds or even thousands of interest points were generated per image and the amount of interest points for 

all images may reach up to hundreds of thousands of interest points. Soft assignment technique encodes the 

feature descriptions by assigning them into several visual words and the response on each visual word is 

calculated by using kernel function of the distance between feature descriptions with visual word. Initially, 

visual words v are generated to define the feature descriptions X: 

 

𝑣(𝑖) =
𝑒𝑠𝑝(‖𝑥−𝑏𝑖‖

2
2

/𝜎)

∑ 𝑒𝑠𝑝(𝐾
𝑘=1 ‖𝑥−𝑏𝑖‖

2
2

/𝜎)
 = 1,2, … . . , 𝑀  

 

Where ∑ esp(K
k=1 ‖x − bi‖2

2
/σ) is the normalization factor, 𝜎 is smooth parameter and M is the 

vocabulary size. Specifically, fuzzy c-means (FCM) is used to encode the features. FCM is an extension of k-

means where objective function is modified by incorporating fuzzier parameter. FCM assigned each SURF 

descriptions into all visual words where different degrees of membership values are computed for each 

assignation. The membership value is determined using a Gaussian Probability Density Function based on 

the distance between interest points and the visual words. Let 𝑆 = { 𝑠1, 𝑠2, 𝑠3,𝑠4 … 𝑠𝑛} be the set of SURF 

descriptors, where �̃� represents the fuzzy set in S and 𝜇𝐴( 𝑠𝑖) is the fuzzy membership function. The �̃� can be 

computed as follows: 

 

�̃� = 𝜇𝐴( 𝑠1)/ 𝑠1 + 𝜇𝐴(𝑠2)/𝑠2+….𝜇𝐴(𝑠𝑛)/𝑠𝑛=∑ 𝜇𝐴(𝑠𝑖)/𝑠𝑖
𝑛
𝑖=1  

 

Where n is the number of SURF descriptors in S, 𝜇𝐴(𝑠𝑖)/𝑠𝑖 represents the fuzzy membership value 

of 𝑠𝑖 to �̃� and ∑𝑛
𝑖=1  represents the relationship between SURF descriptor and the membership function. 

The membership function is initially started with the visual words construction by using k-means algorithm 

to produce list of visual words 𝑊 = {𝑤1 , 𝑤2, . . , 𝑤𝑗,.,𝑤𝑚,}. The distance 𝐷𝑖,𝑚 between 𝑠𝑖 and 𝑤𝑚 can be 

represented as: 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Fuzzy encoding with hybrid pooling for visual dictionary in food recognition (Mohd Norhisham Razali) 

187 

𝐷 = {𝐷1, 𝐷2, … 𝐷𝑛}′ = {

𝑑1,1 𝑑1,2 𝑑1,𝑚

𝑑2,1 𝑑2,2 𝑑2,𝑚

𝑑𝑛,1 𝑑𝑛,2 𝑑𝑛,𝑚

}  

 

Where n is the number of SURF descriptors extracted from an image g, and m is the number of 

visual words in W. The fuzzy set can be expressed as: 
 

�̃�𝑖 = ∑
𝜇(𝑑𝑖,𝑗)

𝑑𝑖,𝑗

𝑛
𝑗=1   

 

The value 𝜇(𝑑𝑖,𝑗) determine the similarity between 𝑠𝑖 and 𝑤𝑗 based on the Gaussian membership 

function which transforms the distance set to fuzzy set which is calculated as: 
 

𝜇(𝑑𝑖,𝑗) = 1 −
1

√2𝜋𝜎𝑗
𝑒𝑥 𝑝 (−

(𝑑𝑖,𝑗−𝜃𝑗)2

2𝜎𝑗
2 )  

 

Where 𝜃𝑗 is the expected value and 𝜎𝑗 is the membership function for 𝑤𝑗. Both are parameters that 

are derived by using maximum likelihood estimation. Table 3 shows the algorithm for feature encoding by 
using FCM. 

 

 

Table 3. Algorithm for fuzzy feature encoding 
Feature encoding using fuzzy technique and feature summarization using maximum pooling 

Input: 𝑆𝑔 = {𝑆1, 𝑆2, 𝑆3 … 𝑆𝑛} ←  Set of SURF feature from an image, g. 

Output: 𝐹𝑔 = {𝐹1,𝐹2 , 𝐹3 … 𝐹𝑏} ←  Fuzzy visual dictionary  

1. 1.     Perform k-means by partitioning n features in 𝑆𝑔 into k cluster represented 

by = {𝑤1 , 𝑤2 , … , 𝑤𝑘} . 

2. Generate fuzzy set �̃�𝑖 by using equation 4.4 to measure the similarity between the 

features in 𝑆𝑔 and visual words W.  

3. 𝑈𝑔,𝑤 ← Get membership value for each w in g from �̃�𝑖. 

4. 𝑃𝑔 = 𝑚𝑎𝑥 (𝑈𝑔,1, 𝑈𝑔,2, 𝑈𝑔,3 … . . 𝑈𝑔,𝑘) ←  Perform maximum pooling on 𝑈𝑔,𝑤. 

5. 𝐹𝑔 =  ∑ 𝑃𝑘𝑔
𝑘
𝑤=1 ← count occurrence frequency for each W 

 

 

The fuzzy feature encoding algorithm shown in Table 3 has used k-means to generate visual words. 

Afterwards, the fuzzy set is calculated to measure the similarity between SURF descriptions and visual words 

represented by the membership value in each visual word. Finally, maximum pooling is applied where the 
highest membership value of visual word is assigned to the SURF description. Table 4 shows the algorithm 

for FCM. 
 

 

Table 1. Algorithm for fuzzy c-means (FCM) 
Fuzzy C-Means  

Input: 𝑠𝑔 = {𝑠1, 𝑠2, 𝑠3 … 𝑠𝑛} ←  Set of SURF feature 

            Fuzzification parameter m.  

            Maximum number of iterations max_it.  

            Tolerance criterion 𝜀  

Output: Center matrix C; Membership matrix U.  

1. 𝜏 ← 0 

2. Initialize randomly 𝑈(𝜏)  

3. while ((|𝑈(𝜏) − 𝑈(𝜏−1)| < 𝜀 𝑉 𝜏 )<max_it  

                     update 𝐶(𝜏)   

                     update 𝑈(𝜏)  

                     τ ← τ + 1 

 4. end while  

5. 𝑐𝑗 = (𝑐𝑗1, 𝑐2, … , 𝑐𝑗𝑑 ) ← cluster centers  

6. U=[𝑢𝑖𝑗]
𝑖=1..𝑛

𝑗=1..𝑘
   ← Fuzzy assignment of feature vector 𝑥𝑖 to clusters.  

 

 

6. EXPERIMENTAL RESULTS 

The performance of feature encoding techniques are measured based on classification rate. The 

training and testing strategy is based on five-folds where the dataset is divided into five training and testing 

set following the procedure in [30]. The final classification rate is taken based on its average. 
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6.1.   Visual words and fuzzy membership value generation 
We illustrate a demonstration of FCM in a sample image. The visualization of FCM mechanism is 

shown in Figure 9. 

 

 

 
 

Figure 9. Fuzzy feature encoding by using FCM 

 

 

As shown in Figure 9, initially the extremal regions (ER) of sample food image in (a) are detected 

by using MSER in (b) and the features are described by using SURF as plotted in (c). Then, the features are 
fed into k-means algorithm to obtain the visual words as shown in (d). This example sets the cluster size k as 

3. In hard assignment, the process of assigning visual words to the SURF descriptions will proceed in (d) 

where the SURF descriptions are just assigned to the three visual words which have been marked in dotted 

green, blue and red color. However, the FCM has extended the evaluation by assigning each SURF 

descriptions into several visual words and perform the similarity checking between SURF descriptions as 

shown in (e). When a set of SURF descriptions are regarded as similar, they will be assigned to the nearest 

visual word. 

 

6.2.   Classification performance 
The given chart in Figure 10 depicts the percentages of classification between hard assignment, soft 

assignment, and fisher vector on different features. In general, the soft assignment technique has obtained the 
best as well as the most consistent classification rate over different features. It is also apparent from the chart 

the inconsistencies of fisher vector and hard assignment technique classification rate across multiple features. 

It is found that the Fisher vector only performed well only with Dog-SIFT. The reason is perhaps SIFT 

descriptor generates 128 feature dimensions compared to SURF and HOG descriptor that produce shorter 

feature dimensions which are 64 and 32 respectively. 

 

 

 
 

Figure 10. Performance of feature encoding techniques across different features 
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The superiority of Fisher vector that was reported in object recognition study was only evaluated by 

using SIFT descriptor [25]. Even the hard assignment encoding technique was better for certain features 

compared to Fisher vector. 

 

6.3.   Visual dictionary representation 

The visual dictionary is a set of visual words containing the occurrence frequency or histogram of 

the visual words generated after pooling. Visual dictionary is the final representation of local feature Ixk 

before it can be fed into the classifier. The I denotes set of training and testing images, while k denotes 

vocabulary size respectively. This section provides the comparisons in terms of the visual dictionary 

representation pattern through the plotting of the graphs between soft assignment, hard assignment, and 
Fisher vector. To get a clear overview of the visual dictionary patterns, only ten visual dictionary of food 

categories were randomly picked for this study. Figure 11 provides the histogram of occurrence frequency of 

500 visual words on ten food categories that were generated by using soft assignment. 

 

 

 
 

Figure 11. Visual words occurrence frequencies on the samples of food categories by using soft assignment 

 

 

Based on Figure 11, it is worth noticing the high density of frequency in certain visual words. In soft 

assignment, the feature descriptions in a food category were obviously grouped into a certain number of 

visual words. A discriminative visual dictionary has been produced as the FCM algorithm has reduced the 

effect of uncertainty and plausibility problem in the visual words assignation performed using k-means. The 

FCM performed the evaluation on every interest points throughout the visual words by calculating the 
membership function for every single visual word assignation. The membership function value was 

calculated using a Gaussian Probability Density Function based on the distance between interest points and 

the visual words. Then, the maximum pooling chose the highest membership value as the most relevant 

visual word to the respective interest point. The results showed that the uncertainty and plausibility problems 

can be overcome where a consensus can be achieved when choosing the best visual word to be assigned to 

the interest points. Figure 12 shows the histogram of occurrence frequency of 500 visual words on ten food 

categories that were generated by using hard assignment. 

As shown in Figure 14, the dots in the graph represent the ER of particular food images that have 

been assigned into the visual words ranging from 1 to 500. For example, the yellow dots in the graph 

represent the 394 feature descriptions produced by image ‘12929.jpg’ that have been grouped into 185 visual 

words. Figure 15 shows the visual words distribution food samples by using fisher vector. 

Based on Figure 15, the fisher vector has enriched the feature descriptions which then generates 
very long visual dictionary representation. The size of the visual dictionary generated by Fisher vector is 

highly influenced by the size of feature description. The size is calculated based on formula 2(D X K) where 

D represents the size of feature descriptions and K represents the cluster size. For instance, the SIFT 

descriptions with 128 D and 32 K will generate 8192 feature vector. The sparse visual dictionary 

representation with very long feature vector requires a lot of computational effort for classification. Figure 16 

represents the visual word assignation distribution on five samples of food images in a beef curry food 

category by using soft assignment. 
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Figure 12. Visual words occurrence frequencies on the samples of food categories using hard assignment 

 

 

 

 
 

Figure 13. Samples of beef curry food category 

 
 

 
 

Figure 14. Visual words distribution of feature descriptions on food samples by using hard assignment 
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Figure 15. Visual words distribution of feature descriptions on food samples by using fisher vector 

 

 

 
 

Figure 16. Distribution of the visual word of extremal regions on food samples in by using soft assignment 

 

 

From the graph in Figure 16, a large proportions of feature descriptions were assigned to visual 

words 457, 266, 96, and 21. The yellow dots that represent the feature descriptions from image 12929.jpg 
only occupied 15 visual words compared to 185 when using hard assignment. Therefore, a discriminative 

visual dictionary can be produced by using soft assignment where the images in a food category are only 

assigned to few visual words. The classification can also be performed faster. 

 

6.4.   Evaluation of machine learning classifier and vocabulary size evaluation 

Figure 17 shows the classification rate of Fisher vector, soft assignment, and hard assignment on 

different machine learning classifiers. 

Based on Figure 17, the soft assignment technique was not only providing a good classification 

performance on Support Vector Machine that is synonym in image classification, but was also robust towards 

the other classifiers such as Naïve Bayes, K-Nearest Neighbor, and decision tree, while both fisher vector and 

hard assignment only performed well on Support Vector Machine. The soft assignment technique by using 
FCM required the cluster size or vocabulary size of K to be pre-defined. In previous experiments, the K is 

initially set to 500 to evaluate the performance of feature encoding technique. Therefore, the evaluation using 

different vocabulary sizes of 100, 1000, and 1500 on soft assignment were conducted and the result is shown 

in Figure 18. 

From the results presented in Figure 18, the soft assignment may still sustain a good classification 

performance even by using even small vocabulary size. As mentioned previously, even the Fisher vector 

encoding technique uses small vocabulary size, but it generates enormous feature dimensions. This is 

different with soft assignment where the vocabulary size is equivalent to the feature dimensions. As larger 

vocabulary size is used, the classification rate of soft assignment has become flawless as more discriminative 

visual dictionary is produced. 
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Figure 17. Classification rate of feature encoding techniques on various classifier 

 

 

 
 

Figure 18. Evaluation of vocabulary sizes in soft assignment 

 

 

7. CONCLUSION 

This study has improved the performance of food recognition model by proposing soft assignment 

based on fuzzy encoding technique with maximum and sum pooling in building the visual dictionary. 

Specifically, the fuzzification in building the visual dictionary has reduced the errors while assigning feature 

descriptions to visual words by eliminating the problem of uncertainty and plausibility that exist in the large 

variations of colour and texture of foods. Fuzzy encoding compute fuzzy membership function to measure 

the similarity between the feature descriptions and visual words to assign them into relevant visual words. 

Another remarkable finding in this study is the level of robustness of the fuzzy feature encoding toward 

variety types of local features and machine learning classifier. A compact visual dictionary produced as a 

small size of visual vocabulary is good enough to provide informative and discriminative feature 

representation. Future research should investigate a mechanism in feature description-visual words 

assignation to avoid one-to-all assignation to improve the time efficiency in soft assignment. A selection 
procedure may be conducted to rank the visual words to decrease the number of visual words to be assigned 

to feature descriptions. 
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