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 Formation Control (FC) is an important application for Multi-agent Systems 
(MASs) in coordinated control and especially for Unmanned Aerial Vehicle 
(UAV) which are widely used nowadays in military and civil sections. FC is 

mostly applied in conjunction with consensus algorithm. In this paper,  
a framework for an implementation of consensus FC that involves  
the decentralized type of network control is considered in order to achieve 
formation keeping, where the control of each vehicle is calculated dependent 
upon locally existed facts. The dynamic behavior of each vehicle agent is 
governed by its second-order dynamic model, and the networked mobile 
vehicle system is modeled by a directed graph. Then, Particle Swarm 
Optimization (PSO) is implemented for speeding up the convergence to  
the desired geometrical shape. Acceleration of the network while 

approaching the coveted shape is achieved and omissions of undesired swing 
that transpires through the acceleration is examined. The merits and 
effectiveness of the applied approach are demonstrated using two different 
examples. 
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1. INTRODUCTION  

Formation control of Multi-agent System (MAS) for multiple Unmanned Aerial Vehicle (UAV) 

systems has been a hot research area in last decades due to its wide potential applications in various practical 

fields, such as the incorporation of multiple UAV navigation for infrastructure inspection tasks [1],  

source seeking [2], localization [3], wheeled mobile robot [4], mini-satellite [5], underwater vehicles and 

drones as well [6]. In the literature, a considerable problems related to formation control of UAV are 

discussed in [7]. Actually, formation control is considered as one of the vital issues in cooperative control of 

multi-UAV systems since it requires keeping coherence between these vehicles from position respective to 
keep a certain geometric configuration. Although some conventional formation control algorithms that 

implicate leader-follower, virtual structure, and behavior-based which can be applied with formation control 

dilemma of multiple UAV systems [8, 9], designing a formation control to deal with this issues is still a very 

interested topic. The previous work implicates several complexities; the existent algorithms cannot adopt 

when altering the network topology through adding or removing some agents. Another important issue is  

the speed of constructing the desired formation.  

In this sense, a related work about MAS utilizing Sliding Mode Control (SMC) has been reported  

in [10]. Moreover, a nonlinear Model Prediction Control (MPC) has been also proposed in [11] for formation 

control. On one hand, Proportional Integral Derivative (PID) algorithm had been proposed by Ling et al., [12] 

in order to boost the convergence speed of the CA through implementing an incremental PID algorithm,  

which takes the advantage of full use of the adjacent state of the moving vehicles to substitute  
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the proportional feedback gain to improve the speed. However, PID values are selected by trial and error 

which makes it impractical for real time implementation. On the other hand, Chun et al.; [13] main objective 

is to enhance the consensus algorithm (CA) and boost the convergence speed of the MAS. Unfortunately,  

the parameters of PID algorithm had been chosen using Genetic Algorithm (GA) which require a long time 

for reaching the optimum values. Moreover, a control protocol has been designed by Jinfeng et al.; [14].  

The protocol intends to accretion the convergence speed of consensus.    

Advance development of consensus theory [15-17], lead the researchers to a fact that consensus 

delineation can be used to examine the existence of formation control problems in MAS. Ren [18] focus on 
formation control issues for second-order MAS utilizing consensus based protocols which proves that leader 

follower and behavior based formation organizations can be considered as a special case of consensus 

strategy. 

A Super Twisting (ST) type controller is utilized for implementing a distributed formation flight for 

MAS in [19]. Two specified controllers are conducted for navigation purpose named by a PID and ST 

controllers in order to reach to the correct formation state. A consensus algorithm is chosen to perform  

the formation flight while the suggested controllers are verified by conducting real-time experiments.  

However, the consensus was very slow which make it very critical for real time implementation in some 

cases. 

Liu et al., [6] suggest a distributed formation control for obtaining the formation state through 

considering four multi-rotors in two-and-three dimensional environments. The suggested controller use a fast 

model predictive control method for various formation cases such as triangular, rectangular, and circular 
shapes. On the other hand, in [5], Xiwang et al.; study the effect of formation containment control situation 

for various multi-rotors UAV. The results shows that the states of the UAV followers keep certain formation 

specified by the convex combination instead of just converge to the convex formed by the UAV leaders. 

Formation process is verified experimentally through using five quad-rotor UAV’s.   

In this work, the Consensus Algorithm (CA) has been accelerated using a powerful optimization 

method called Particle Swarm Optimization (PSO) that can be reviewed in [20-22] and then used to configure 

the Formation control with Graph Theory (GT) for Multi-Agent System. The rest of the paper is organized as 

follows: the basic concepts on Graph Theory (GT) and a definition on the problem formulation is presented 

in section 2, the stability of the networked MAS is discussed in section 3, while the simulation results and  

the improvement of the optimized performance is presented in section 4 and 5, respectively.  

Finally, the conclusions about the obtained results are summarized at the end of this paper. 
 

 

2. PRELIMINARIES AND PROBLEM FORMULATION 

Commonly, an agent points to a dynamic system. In this paper, the idiom ‘agents’ is interchangeable 

with ‘Unmanned Aerial Vehicle’, which coincide to a nonlinear dynamic system. The basic concepts in 
Graph Theory (GT) are presented in this section with the problem formulation as well. 

 

2.1.   Basic Concepts in Graph Theory 

A directed graph G can be designated by Gd{Ve,Ed} where each vertices and edges can be 

represented as a vector Ve=(1,…,N) while Ed ⊆ Ve×Ve, respectively. An initial condition to apply consensus 

algorithm is that digraph must be as “directed spanning tree” model. Consequently, a two substantial roles 

that must be satisfied in order to establish a communication among agents in MAS [23]: 

Rule 1 (connectivity): which means that the directed spanning tree model must be strongly connected. 

Rule 2 (Balancing): where the directed spanning tree must be accurately balanced. 

 
Definition 1: 

 The communication among any node in the network with its close neighbors is represented by  

the adjacency matrix called A for each specific directed graph Gd. On the other hand, the adjacency matrix of 

a directed graphs Gd with an n nodes of an n×n matrix. Since the i, and j elements are equal to one if nodes  

i and j are neighbors and zero otherwise [24]. The elements of adjacency matrix of Gd can be expressed as: 

 



 


elseif

Eeif
a

ij

ij
0

1                                            (1) 

 

aij : is the input for adjacency matrix. 

eij : is the edge through node i to j. 
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Definition 2:      

Laplacian matrix could be easily computed through the weighted graph as in (2). 

 






n

ijj

ijii
al

,1

 (2) 

 

2.2.   Problem Formulation 

 Formation control is the procedure of designing a specific controller for each vehicle, depending on 

its individual state and its related state information among its neighbors, which leads the intended group of 
vehicles into formation state. As an example, consider a group of M vehicles in the specified network and 

they share an identical dynamic system as represented in (3) [25]. 

 

n

i

in

iveciveci
xMiuBxAx 2var ;,......,1, 



                 (3) 

 

where  var

i
x  represents 𝑛c configuration variables for 𝑖 vehicles, in

i
u , exemplify the control inputs.  

For simplicity, we assume the matrices Avec and Bvec have the following forms 
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1

0
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                                                (5) 

 

where 
nc

I represent the configuration identity matrix while ⊗ represents the Kronecker product. 

 

Definition 3: 

A formation could be designated as a vector nM

vf
hh 2

1

0











where v represent an M 

vehicles in the formation state hf at instant time t [25]. Two factors should be taken into consideration in 

order to reach convergence of vehicles which are the difference institutions of position and the formation 

vector. Assume that r and s be two vectors, where r, and s n  can be represented such that: 

 

rhtx
pipi
)(

                                                    (6) 

 

stx
vi

)(                                                         (7) 
 

The convergence state happen whenever r(·), and s(·) exist such that 0)()(  trhtx
pipi

 and 

0)(  stx
vi

 as t approach to ∞ for i = 1,….., M; the concept of the interpretation between vectors in  

the definition can be explained in Figure 1.  

Based on the directed GT discussed in [23], if it is assumed that vehicle j is a neighbor to a different 

vehicle i and hence the later vehicle i is transmitting information of the first vehicle j by means of a 

communication link, consequently, the vehicle j is able to get advantages of this information as a feed-back 

formula to maintain its current state. The neighbors of vehicle i symbolized by 𝕁𝑖 [26]. In this paper,  

the decentralized stain of the feed-back control law has been implemented, since every vehicle knows only 

prorated information about its neighbor’s 𝕁𝑖. Then assume ui be the control whom its functions of xj – xi with 

hj – hi for each 𝑗∈𝕁𝑖. 
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Figure 1. Vehicles movement in the formation state [25] 

 

 

Thus, the output functions 𝑦𝑖 are calculated as the average of the comparative displacements and 

velocities of the nearest (i.e. neighboring) vehicles for every 𝑗∈𝕁i [27]. 

 

𝑦𝑖 = (𝑥𝑖
𝑣𝑎𝑟 − ℎ𝑖) −

1

|𝕁𝑖|
∑ (𝑥𝑗

𝑣𝑎𝑟 − ℎ𝑗),     𝑖 = 1, … , 𝑁𝑗∈𝕁𝑖
                              (8) 

 

Reaching to formation state can be guaranteed through adjusting the state of the feed-back formula 

accurately. Moreover, the feed-back rule will be used for all vehicles within a specific decentralized control 

function [28]: 

 

FFB =𝐼M⊗F𝑣𝑒c                                            (9) 

 

Fvec = IM ⊗ (f1, f2)                                            (10) 

 

where f1, and f2 are the feed-back coefficients (i.e. gains) that are necessary to ensure convergence to a 
formation state, FFB is a feed-back matrix, and IM is Indented vector. 

 

)( hxLBFAxx
FB




                                                (11) 

 

 

 
 

Figure 2. A block diagram for a decentralized feed-back formation control system 
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3. STABILITY CONDITIONS FOR THE NETWORKED MAS 

Suppose that every vehicle in the Multi-agent System (MAS) has a form Avec and Bvec, as illustrated 

in (4) and (5). In order to investigate the stability of the feed-back matrices. Then, a prior calculation of  

the eigenvalue of Avec+BvecFvec should be examined through utilizing the Routh’s stability conditions. 

Meanwhile, the examined conditions will be used for the feed-back coefficient’s (i.e. gains) f1,  

and f2 of Fvec = IM  (f1, f2) in order to reach to the formation state for each vehicle. 

Taking into account the polynomial ,)( 2 pwxxxr  where iwww
21

  with 

,
21

ippp  where as   is a root of r(x),   
is a root of .)( 2 pwxxxq   Thence, r(x) is 

considered a stable case if and only if hf (x) = r(x).q(x). Therefore, the substantial and adequate conditions for 

stability of r(x) after applying Routh’s stability criterion to hf (x) is listed as [29]: 

 

0
1
w                                                          (12) 
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The earlier conditions will guarantee that the feed-back coefficients (f1, f2) have a real scalar values, 

and the polynomials of A+λBFFB have roots with negative real part. Let u = FFB L(x-hf),  

where FFB=IncM  (f1,  f2) while L=LG Inc. Finding both f1 and f2 solves the stability problems such that 

A+λBFFB is Hurwitz for each non-zero eigenvalue λ of LG. After assuming that every coordinates has exact 

same dynamic Equations [25], this result to the following: 
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Meanwhile, the eigenvalues of A+λBFFB are the roots of the given polynomial

)()()(
12222

fxfaxxr   . Moreover, through adopting 
i

B
 

and substituting it in  

the previous equation will result in a stable polynomial [30]. 
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Through choosing values for f1 < 0 and f2 < 0 then the conditions are satisfied and it can be noticed 

that f2 is adequately larger in absolute value since 0 . Accordingly, it can be notice that choosing these 

values results surly in a stable formation state. This can be more obvious in case of assuming a22=0,  

which leads that each coordinate can be modeled as a double integrator. This results in very concise and 

simple conditions as: 

 

f1 and f2 < 0                                                           (22) 
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This condition can be accomplished for small values of f1 and f2. 

 

 

4. SIMULATION RESULTS 

The goal of this paper is to implement the consensus formation control that includes  

the decentralized Multi-agent System (MAS) and to improve the performance of reaching the desired 

formation pattern through conducting two main shapes. First shape of formation is circle; while the second 

shape of formation is hexagon. Assume a22=0 in (16) in order to treat the coordinate as double integrator.  

The Laplacian matrix in this paper is dynamically generated for any two adjacent vehicles in the formatted 

model satisfying the condition that state as the distance between two adjacent vehicles is less than a specific 

value. According to the previous conditions, f1 and f2 are randomly selected in order to satisfy the substantial 

conditions for stability. On the other hand, the rapport for the two communication topologies is represented: 

 

)( hxFBLxAIx
vecvecGvecN




                  (24) 

 

The two cases supposed in this paper will be discussed later. 

First Case: Circle formation 

Twelve vehicles are involved in the first case in order to perform the circle formation in this case.  

The initial positions for the generated vehicles are chosen randomly at first time in the specified region as 

shown in Figure 3. Through implementing the formation control which are represented by (24) then  

the vehicles will move accordingly until reach its final position (i.e. desired) in the formatted circle, as shown 

in Figure 4. The step by step movement for the twelve vehicles starting from the initial states for positions to 

the final positions are shown in Figure 5. It is very clear that the vehicles converge to the desired formation. 

In this figure, the initial position states of the vehicles are marked with an ‘o’ while the final positions of  

the circle formation are marked with ‘*’. 
 

 

 
 

Figure 3. Twelve vehicles at random initial 

positions 

 
 

Figure 4. Twelve vehicles in the final formation 

positions 

 
 

 
 

Figure 5. Trajectory of the twelve vehicles in the circle formation 
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Second Case: Hexagon formation  

In order to validate the formation control strategies for the Multi-agent System (MAS).  

Then, another formation case is considered which represent a hexagon formation which consist of six 

vehicles. Same initial conditions are considered as in previous formation example where the initial positions 

of the vehicles are randomly chosen at a specific region as shown in Figure 6 for six vehicles.  

Through settling (24) then the resulting position of these six vehicles can be reached to its final formation as 

shown in Figure 7. Moreover, the trajectory of these six vehicles starting from the initial positions to the final 

positions is shown in Figure 8, where the initial positions of the vehicles are marked with an ‘o’,  

while the final positions of the hexagon formation are marked with ‘*’.   

 
 

 
 

Figure 6. Six vehicles at random initial positions 

 
 

Figure 7.  Six vehicles in the final formation positions 

 

 

  
 

Figure 8. Trajectory of the six vehicles in the hexagon formation 
 

 

5. OPTIMIZING THE FORMATION CONTROL OF MAS 
Graph Theory (GT) and iterative Consensus Algorithm (CA) are conducted in order to reach the two 

formations mentioned in previous section. At least 500 iterations are required by the vehicles in order to 

converge to the final position of circular and hexagon formations. Selecting suitable values for f1 and f2 has a 

vital role in attaining the required stability and accelerating the vehicles converge to the formation state.  

The behavior of vehicles for both the circle and hexagon formation from initial to final position are shown in 

Figure 9 and Figure 10 for different iterations (0, 40, 80, 120, 150, and 500), respectively. In this experiment 

the values for f1 and f2 are randomly chosen. However, the selected values should keep and maintain  

the conditions of stability. 

In order to automate the formation control and rise up the speed of convergence of the vehicles to  

the required formation positions (i.e. final positions). Then, Particle Swarm Optimization (PSO) is used to 

select the optimum values of the feed-back gains (f1 and f2) to satisfy the indispensable and sufficient 
conditions. Therefore, using PSO to select the optimum values of gains (f1 and f2) results in successful 

formation at 120 and 115 iterations for the circle and hexagon formation as shown in Figure 11 and  

Figure 12, respectively. Thus, the vehicles converge to the required final positions in minimum number of 

iterations, which means less cost and elapsed time. 
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Figure 9.  Vehicles formation in different iterations until final position for circle 

 

 

 
 

Figure 10. Vehicles formation in different iterations until final position for hexagon 

 

 

 
 

Figure 11. Optimized vehicle formation in different iterations until final position for circle 
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Figure 12. Optimized vehicle formation in different iterations until final position for hexagon 

 

 

6. CONCLUSION  

In this paper, the formation of multi-vehicles networks system has been developed. Different graph 

topologies as of a circle and hexagon have been considered. Consensus algorithm has been utilized for vector 

dependent. It has been noticed that formation of a particular geometry required. The main contribution of this 

paper is the implementation of PSO for choosing the optimal feed-back gain. Increased velocity of  

the vehicles in the network to shape the specified geometrical figure has been gained. The improvement of 

reducing the number of iterations through utilizing PSO is 76% for circle and 77% for hexagon shapes 

respectively. Formation tracking is considered as one of the hottest spot nowadays which can be a common 

problem in UAV to be focus on in the future. 
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