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 In this work intelligent model for estimation of the concentration of carbon 
monoxide in a polluted environment is developed on mat Lab platform.  
The results are validated using data collected from repository linked to 

University of California. The data records are over the duration of one year 
using E nose sensor placed in main city of Italy. The records are rectified and 
segmented at different length to extract the Base and Divergence Values 
features. An Artificial Neural Network Model (ANN) is developed and  
the result is validated manually.Another optimized Genetic Algorithm-
Artificial Neural Network based air quality estimation model is developed 
which validate the result using artificial intelligence technique to get a better 
performance network. 
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1. INTRODUCTION 

The environment air pollution affects the human life. Therefore it is necessary to predict the air 

quality exactly. In the present time it will be rather easy to use digital signal processing technique for 

research purpose and so far generating result. The geographical information system (G.I.S.) a power 

technique to process polluted data. Though the G.I.S based data mining technique is very popular but it is not 

much accurate. People involved in environmental research also use a number of numeric factors to achieve 

desired result. It is easier to define certain attributes for each data sample using numeric factors. Due to these 

attributes it is possible to identify variation in pollution. The attributes are ordinal-scale variable.  

Ordinal-scale variable are obtained by literature review.Ordinal scale variable are not easy to define[1]. 

A number of other methods were also proposed for the estimation and monitoring air quality. A method was 
proposed to monitor air quality in environment using concept that in a vehicle the air quality is similar to  

the outer environment if the windows are open. They detected air exchange rate within and outside of vehicle 

before and after window is open on an internet of things (Iot) platform [2]. Another IoT application using 

ANN is proposed by overcoming the limitation of existing approaches which have lengthyshort term memory 

based artificial intelligence technique using neural network for prediction of contaminants concentration in a 

polluted environment [3-5]. 

Different methods for monitoring environment quality in manufacturing industry using wireless 

sensor network with Zigbee were proposed to collect data for various toxic gases along with temperature,  

and humidity [6-11]. A unique method to predict the air quality using neural network based on multiple 

locations, outcome from correlations between nearby locations and among similar locations in temporary 

domain at the location in Taiwan and Beijing [12]. An electronic nose method used to predict  
the environmental pollution.They employed three type of e-nose system based on amperometric gas sensors 

[13-15]. A method using wireless sensor network is presented using deployment of sensors at various 
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location that senses weather condition on time varying frame and infrastructure connectivity [16].  

Another different type of approach presented a method for the estimation of air pollutant by neural network 

to distinguish natural images into separate categories based on PM2.5 concentration [17]. A system comprises 

of low cost motes made up of an array of sensors to monitor air quality is developed. Motes are wirelessly 

linked with sensing platform to process the informative data and forecast the air quality [18-20]. In order to 

achieve more accurate result the concept of newer and powerful data mining technique such as Artificial 

Neural Network (ANN) and Genetic algorithm based optimized search are used for Pollution based research 

[21-23]. A multiple inbuilt sensor network circuitry is proposed to discriminate between PM2.5 and PM10 
level and also to monitor different air polluting agents [24]. A method which includes double channel 

weighted convolution network based learning algorithm is proposed for the measurement of air quality 

[25].A method which includes machine learning artificial neural network based is proposed for accurate 

prediction of air quality with metrological measuring system [26]. A unique method which shows that it 

becomes possible to exactly predict PM 2.5 concentration within minimum computational time by using 

different data cluster technique on IOT (internet of thing) platform [27]. 

For the estimation of the urban air quality a method is proposed using vehicular sensor network and 

a smart data collecting and estimation mechanism is developed. On VSN (vehicular sensor network) platform 

[28].The result obtained by ANN model is nothing but logical response based on history of the data.  

The artificial intelligence technique using Genetic algorithm (GA) on Artificial Neural network platform is 

also preferred by many researchers [29-34]. The genetic algorithm has important property of genetic 

inheritance which made it a complex algorithm for data mining. In this research work Genetic  
Algorithm-Artificial Neural Network based optimized search is use to estimate the concentration of Carbon 

monoxide in a polluted environment the results so obtained is compared with the Artificial Neural Network 

Model (ANN) model to justify that Genetic Algorithm-Artificial Neural Network (GA-ANN model) is  

more accurate. 

 

 

2. PROPOSED RESEARCH METHOD 

2.1.  Artificial neural network 

Artificial neural network (ANN) is based on human neural response to receive external stimuli and 

produce suitable response. For research work it is like to receive external stimulation and then through a 

number of logical processes produce the outcome. It is to decide which response is most suitable. In general 
ANN is a method of classification can be demonstrated in many ways [35,36].By the process of classification 

the factor effect can be analyzed and to build regression model for predictive simulation. 

The performance of ANN depends upon sample classification outcome. If the sample description given by 

some factors can be classified by ANN itself in certain category further the classification meets the reality 

performance then it is considered as well performance of ANN. The algorithm involved in ANN varies  

the weight value on every factor to meet the desired classification.This is known as ANN training or  

learning phase. 

ANN is made up of three layers input layer, hidden layer and output layer as shown in Figure 1. 

Input layer has some input variables which are based on assumption of factors of research work. Output layer 

is classification of result finaly.The algorithm involved in ANN works on classification of samples through 

hidden and input layer. Hidden layer has much importance than other two layer.ANN is a kind of software 
model that deals with the given problem in linear or nonlinear system; the hidden layer is not required in 

linear system. The well performance ANN can also be found by the setting of variable in input layer and then 

adding hidden layer nodes to achieve result. It is difficult to examine the relationship between ANN 

classification result and variables, this is why this network model known as black box [37]. In linear network 

system it is easier to clarify the relation between ANN output and input variable. In this paper we apply the 

ANN model as non liner system. The weight values of ANN can clarify which factors are more effective in 

liner ANN system. 

 

2.2. Genetic algorithm 

Genetic algorithm (GA) is an artificial intelligence technique the main objective is optimized 

searching. GA is popular because of the global optimization technique and permit synchronous operation of a 

number of numerical targets. The prime difference comparing with other optimization algorithm is that GA 
can pass the information from the last stage of search to the next stage, shows the concept of inheriting.  

A number of research workers apply GA based optimization search into ANN process to find the optimized 

parameter goal of ANN. This differentiate genetic algorithm from other technique For its global searching 

ability and to minimize the concept of ANN result sinking into local optimization. A number of research 

experts have explicitly demonstrated how to use to practice GA in optimized search applications  
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[38,39].Genetic algorithm involves many processing steps as shown in Figure 2.The main steps are criteria 

for initial population, population selection, population crossover and population mutation, and then enter into 

next generation population. Selection step can opt for best objects to conduct genetic processes according to 

the optimization goal. The selection process can retain the elite objects to next generation. Population 

Crossover is just mixing of inheritance property for next generation output. In Mutation process some of  

the inheritance property object of few objects is varied by random searching. Crossover and mutation steps 

differentiate the GA algorithm from other technique so that genetic algorithm wouldn‟t limit to the local 

optimization. Figure 2 shows the basic flow chart of the genetic algorithm. 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

N: input node, b: Bias, w: weight, T: Target, a: Actual output 

 

Figure 1. Artificial neural network model Figure 2. Genetic algorithm flow chart 

 

 

3. RESEARCH METHOD 

The objective of this research work to estimate the concentration of carbon monoxide in a polluted 

environment. The Polluted data is taken from university of California web site which is one year data of the main 
city of Italy collected at an interval of one hour periodically for one year. The Air Polluted data is Rectified and 

Modified into Different Segment Length. The Base and Divergence Values are sorted. The Artificial Neural 

Network Model is Developed Using Mat Lab. Number of Neurons in Hidden Layer along with Data Segment 

Length is varied to Achieve Best Performance Network. Performance Analysis is done in Terms of Minimum 

Value of Mean Squared Error and Maximum Value of Regression. After the Identification of Best Performance 

Network model which is for Segment Length=40 and no. of Neurons in Hidden layer=4, the Concentration of 

Carbon Mono Oxide is Analyzed on this Network Model. To achieve more accurate result, Genetic algorithm 

based optimize search coding is done on Mat Lab and is applied on Artificial Neural Network (ANN) network 

model. Mat LAB Coding of Genetic AlgorithmArtificial Neural Network, (GA-ANN) Model is developed. 

 

 

4. RESULT AND DISCUSSION 

Result Generation and Result Analysis is Done for GA-ANN Model. Comparison of ANN Model and 

GA-ANN Model is done. It is found that GA-ANN model is more accurate First of all the ANN is applied 

individually at different segment length and different number of hidden nodes. Since ANN exhibits behavior of 

random updates in network parameters thus it is not sure that in single attempt best network can be produced. Thus 

keep in this in account 5 attempts for each combination of data segment length and network hidden nodes are 

performed. The best MSE values obtained at different attempts for definite combination of L and n. It is observed 

that when ANN is applied at supervised attempts the Minimum MSE obtained is 0.063 at L=40 and n=4.Thus 

large ANN is not necessarily required. Small number of nodes is more capable of giving better accuracy. After this 

ANN is hybrid with GA for developing an automated ANN model design approach. This GA-ANN approach 

search for best {L, n} value at which minimum MSE is obtained (see Figure 3). In Table 1 minimum MSE is 

obtained using GA-ANN at {L, n} = {161, 18} having value 0.044 which is better than when ANN is applied 
alone without GA.Table 2 shows the ANN based regression result which express the similarity between expected 

output and actual output which comes out to maximum 0.86. Table 3 shows the Genetic Algorithm-Artificial 

Neural Network Based regression result which is 0.95 at its maximum for {L, n}={161,18}. Table 4 shows the 
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comparison of Regression between ANN and GA-ANN model. It is clear that Regression Based on GA-ANN 

model is better. Figure 3 shows the detailed arrangement of data processing and sampling/optimization of GA-

ANN in terms of flow chart. Figure 4 shows the regression curve. Figure 5 and 6 shows the plot of MSE at 

different attempts for ANN and also for GA-ANN.Figure 7 and 8 are similar plots but for Regression values. 

Figure 9 is the comparative plot (mse) for all the attempts for ANN and GA-ANN approach. Figure 10 is the 

comparative plot (Regression) for all the attempts for ANN and GA-ANN network modeling.Figure 11 shows the 

variation in fitness value i.e. mean squared error and individual L and n with respect to individual i.d. During 

network modeling it can be easily observed that GA-ANN always gives lower value of Mean squared error and 
higher value of regression as compared to attempts when ANN applied alone 

 

 

 
 

Figure 3. Genetic algorithm-artificial neural network model flow chart 

Initialize p population.Define Maximum iteration Error.  Tolerance 

limit (fitness value) Upper and lower limit of L and n  

 

Upper and lower limit of L and n  

 Generate ANN for Each Population Set  

 

Find the Network performance in terms of 

„mse‟ as fitness value  

 

Select 50% Population set having minimum „mse‟ 

value  

 

Perform Crossover over the Selected Population to generate a new 

Population Set  

 

Develop ANN model for new population  

Perform mutation over some of 

population   

 

Compare new‟mse‟ to the old‟mse‟  

 

Find‟mse‟ of new population set network  

If „ mse‟ new is less than 

„mse‟ old for i Individual 

 

Replace new Li,ni to 

the old (yes) 

 

Reject new Li, ni value 

and carryon old value (no) 

 

Update new  population 

 

Repeat process till iteration is 

complete 

 

Start 



Indonesian J ElecEng& Comp Sci ISSN: 2502-4752  

 

Simulation and optimization of genetic algorithm-artificial neural network based air ....(ShirishPandey) 

779 

Table 1.Genetic algorithm –artificial neural network based mean squared error comparison 
Genetic Algorithm-ANN based Mean square error Comparison 

 
Mean Squared 

Error(Mse) 

Segment 

length(L) 
No. of Nodes(N) 

ANN 0.131 10 8 

 0.1113 15 10 

 0.1182 20 2 

 0.1178 25 16 

 0.1017 30 8 

 0.1063 35 14 

 0.063 40 4 

 0.0999 45 8 

GA ANN 0.0444 161 18 

 0.0625 153 15 

 0.0588 107 14 

 0.0612 149 18 

 0.0652 158 11 

 0.0588 215 13 

 0.0517 126 12 

 0.0465 170 12 

 0.0444 161 18 

 0.0625 153 15 

 0.0588 107 14 

 

 

Table 2. ANN based regression data 
ANN Based Result 

Attempts Regression(R) 
Segment 

Length(L) 

No of 

Neurons(n) 

B1 0.68 10 8 

B2 0.74 15 10 

B3 0.72 20 6 

B4 0.73 25 16 

B5 0.79 30 8 

B6 0.77 35 14 

B7 0.86 40 4 

B8 0.77 45 8 

 

 

Table 3. GA-ANN based regression data 
Genetic Algorithm ANN Based Result 

Attempts Regression(R) 
Segment 

Length(L) 

No of 

Neurons(n) 

A1 0.85 144 14 

A2 0.86 214 13 

A3 0.89 118 9 

A4 0.88 89 9 

A5 0.95 161 18 

A6 0.89 133 16 

A7 0.9 144 14 

A8 0.92 214 13 
 

 

Table 4. Genetic algorithm-artificial neural network based regression datacomparison 
 GA-ANN Comparison 

  
Attempts Regression(R) 

Segment 

Length(L) 

No of 

Neurons(n) 

ANN  B1 0.68 10 8 

  B2 0.74 15 10 

  B3 0.72 20 6 

  B4 0.73 25 16 

  B5 0.79 30 8 

  B6 0.77 35 14 

  B7 0.86 40 4 

  B8 0.77 45 8 

 GA-ANN A1 0.85 144 14 

  A2 0.86 214 13 

  A3 0.89 118 9 

  A4 0.88 89 9 

  A5 0.95 161 18 

  A6 0.89 133 16 

  A7 0.9 144 14 

  A8 0.915 214 13 
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Figure 4. Regression graph 

 
 

Figure 5.Mse (ANN) with respect to no. of attempts 

graph 

 

 

 
 

Figure 6. Mse (GA-ANN) with respect to no. of 

attempts graph 

 

 

 
 

Figure 7.Regression (ANN) with 

Respect to no. of attempts graph  

 

 

 
 

Figure 8.Regression (GA-ANN) with 

Respect to no. of attempts 

 

 

 
 

Figure 9. Comparison of mse for ANN and GA-ANN for 

all attempts 
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Figure 10. Comparison of regression values for 

ANN and GA-ANN for all attempts 

 
 

Figure 11.Mse values with respect to individual id 

 

 

5. CONCLUSION 

In this work two types of prediction models are developed that can estimate the concentration of 

carbon mono oxide from the e nose sensor array data. First of all Artificial neural network (ANN) model is 

developed by manually changing the data segment length and number of hidden nodes. There after the task of 

ANN design is performed by Genetic algorithm (GA).The perturbation of the segment length and number of 

nodes is decided as per rule of survival of fittest. The network performance is measured in terms of Mean 

squared error and regression and it is observed the performance of Genetic algorithm-artificial neural 

network based data estimator output observes lesser value of mean squared error and higher value of 

regression than by applying artificial neural network based modeled data estimator.GA-ANN also takes less 

time and negligible human intervention in setting the parameters in comparison to the ANN model alone.  

The optimized better performance network model is used to estimate the concentration of Carbon monoxide 

in a polluted environment. 
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