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Abstract 
This paper presents a hybrid method for synthesizing natural animation of facial expression with 

data from motion capture. The captured expression was transferred from the space of source performance 
to that of a 3D target face using an accurate mapping process in order to realize the reuse of motion data. 
The transferred animation was then applied to synthesize the expression of the target model through a 
framework of two-stage deformation. A local deformation technique preliminarily considered a set of 
neighbor feature points for every vertex and their impact on the vertex. Furthermore, the global 
deformation was exploited to ensure the smoothness of the whole facial mesh. The experimental results 
show our hybrid mesh deformation strategy was effective, which could animate different target face without 
complicated manual efforts required by most of facial animation approaches. 
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1. Introduction 

Synthesizing realistic human facial expression of 3D facial models is one of the most 
challenging problems in computer graphics. Although more and more progress is made in face 
modeling, expression capture and animation techniques, sophisticated manipulation always 
frustrates the strangers and even costs the professional animators much time to grasp the 
essentials. Therefore, an intuitive, easy and effective system for synthesizing facial expression 
would be useful in a variety of applications such as the movie industry, video games and 
teleconferencing. 

Performance-driven facial animation has been one of the foremost approaches for 
capturing the expression motion of a human actor. The captured data of facial expression is 
only the motion of a few sparse marked points on the face. However, facial expressional 
animation aims to drive the whole target face of the computer-generated model to perform the 
natural expression similar to the source actor. So the reuse of motion data to animate the facial 
meshes is a crucial problem.  

The motion space of the target model is so different from that of the performer that a 
step of mapping process should originally complete the transformation task. The next step is to 
drive the target face with the motion data of the limited sparse feature points computed by the 
above-mentioned process. Considering that the target face is composed of massive points, a 
concise strategy is that once the motion of every point can be calculated according to the 
motion of the feature points, it is prone to deform of the total facial mesh. Parker [1] built a 
muscle model to simulate the expression with the muscle vector. The position of facial points is 
updated relying on the special cosine functions. Subsequently, a lot of researchers [2-4] 
devoted to the muscle model for the production of facial animation. The difficulty of this method 
is that the model is complicated and the expression cannot be retargeted on to another face. 
The radial basis functions (RBFs) [5] are often deployed to acquire the motion of the points on 
the target model. From the view of interpolation, the RBFs which take advantage of the 3D 
positions of the mesh vertice provide a smooth mesh. However, the human expressional motion 
is regional and the RBFs as a sort of global method ignore the geometric structure of the facial 
mesh. Although interpolation with the RBFs is easy to implement, it has to be extended to some 
partial approaches to deal with the discontinuous problem. 
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A great many research efforts have been directed toward realistic facial modeling and 
facial expression animation. To animate the target model, facial expressions are analyzed into 
solving the weight for blending elaborate shapes or updating the position of feature points. 

Blend shape [6-9] is a widely used method, which interpolates a lot of selective shapes 
to obtain the desired sculpted shapes for target model. Much commercial 3D animation software 
provides special toolkit for blend shape animation. The facial animation with this method is 
made up of two vital points, the construction of the blend shapes and the calculation of the 
weight which also has a particularly strong influence on the ultimate animation. Chuang et al. 
[10] established a system which automatically found the key shapes and the corresponding 
weight which were used to drive the target model. Joshi et al. [11] put forward the segmentation 
idea for the blend shapes in order to unfold the peculiarity of the captured expression. Lewis et 
al. [12] presented an approach of direct manipulation of blend shapes using invers kinematics, 
which made the editing of blend shapes efficient and intuitive. Liu et al. [13] raised an 
optimization scheme that automatically discovered the non-linear relationship of blend shapes in 
facial animation. Wilson et al. [14] proposed to construct correspondences between detailed 
blend shapes to acquire more realistic digital animation. As the foundation role of blend shapes, 
the tedious work of discovering the proper blend shapes is time-consuming and even a portion 
of efforts is made on the compression of complex blend shape models [15]. A major problem of 
blend shape is to employ linear blend shapes to synthesize highly non-linear expression. 

The geometric deformations are dominated by the pre-designed muscle or surface 
tissues which are used to imitate the action of facial tissue under different expression, or by the 
feature points whose motion can make a great difference on other vertice. Yano et al. [2] 
acquired a set of expressional parameters from the muscle-based system and applied them on 
the target models to generate similar expression. The parameters were learned from the 
analysis of the elastic facial skin model. You et al. [16] constructed a mathematical model 
according to the physical properties of skin deformation and used the synthesized new facial 
shapes on the basis of the forces at the points. Bickel et al. [17,18] obtained large-scale 
deformations by a fast linear shell model which was controlled through a sparse set of user-
defined feature points. Although the deformation with these methods seems effective, the 
models are much complex for animation. 

In the blend shape interpolation，to solve the vital shapes, a scheme of segmentation 
accompanying with principle component analysis (PCA) usually divides the face into several 
separate regions. However, segmentation decouples the natural correlation between different 
parts of a face. Therefore, we describe a hybrid method that avoids the inappropriate 
segmentation by adaptively segmenting the face into different regions. A way of local 
deformation, proximity-based weighting (PBW), is introduced to model the regions. Our PBW 
scheme differs from the one of [19] which is based on the blend shape. Instead, the hinge 
weighting policy we use is motivated by the work [20]. We assume that the vertice on the facial 
mesh are influenced by several proximal feature points. Once the weight of the proximal feature 
points are acquired, the motion of the vertice is enable to be computed. In [20], they exploited 
the surface distance which actually was the sum of the length of the edges between two vertice. 
Our method uses more exactly geodesic distance to indicate the distance between two vertice 
along the facial mesh which is discontinuous with holes. Moreover, we adopt the sine functions 
for the weighting of feature points, which is more coincident with the motion of facial muscle 
[21]. 

When the local deformation is conducted, the global deformation is also considered to 
make the facial mesh smooth. The conventional RBFs are used to implement the global 
deformation [22]. The final animation with the proposed approach depends on the blending of 
the local and global deformation. 
  

 
2. Research Method 

This paper proposes a program of facial animation based on the feature points using 
the motion capture data from the performance of an actor. The system handles the practical 
reuse problem of motion capture data. The transformation of motion space based on the RBFs 
with geodesic distance is primarily conducted to obtain the expressional motion of the feature 
points for the target model. Afterwards, the disposal of two-stage deformation is employed to 
synthesize the facial expression for the target model. The RBFs realize the global deformation 
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and the local deformation is dominated by the influence of feature points in the neighbor area of 
every vertex. 

 
2.1 The transformation of expressional space 

The original expression in our system is extracted from the sequences of motion 
capture, which belongs to the space of the performers. However, the target face is a computer-
generated model which is in another space. In order to achieve synchronized facial animation 
between different spaces, we present a method of the transformation of expressional space, 
which takes the geometric structure of the human face into account. RBFs are widely used to 
retarget the source animation to the target face, realizing the space transformation between the 
two models. The conventional RBFs for this problem [23-25] are often based on the Euclidean 
distance, which obviously ignores the discontinuous areas of the human face and leads to the 
artificial motion information transferred to the target face. In this paper, we use the geodesic 
distance in RBFs to estimate the motion information embedded in the first frame of the source 
sequence, implementing the space transformation from the source model to the target model.  

The RBFs used in our system are [5]: 
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iF  is the i th feature point in source motion capture frame k , || ||k k

i jF F  

denotes the  distance between 
k

iF  and 
k
jF , ( )k

iq F  is a polynomial regarded as a radiation 

transform, and n  is the number of feature points. The basis function (|| ||)k k
i jF F   here we 

use is the invert multi-quadric function 
2 2(|| ||) 1 / || ||k k k k

i j i j iF F F F r      and 

min (|| ||)k k
i i j i jr F F  .                            

The RBFs are trained between the source feature points at the first frame and the 
corresponding feature points on the target face. It is equivalent to solve the three dimensional 
linear systems of n  equations (in the three dimensional case). 

When 0k   presents in equation (1), that just means at the first frame: 
 

0 0( )i im f F              (2) 

 

Let   the matrix such as (|| ||)k k
ij i jF F    and 3,3nM R  the matrix of positions 

for feature points at current frame on target face. Combining equations (1) and (2), the system 
can be defined by 

 
M W              (3) 

 
In order to obtain the movement of feature points at every frame on target face, firstly 

we have to compute the weight matrix W . The relationship between the location of feature 
points at the first frame and the one on target face can be easily achieved by  

 
1W M                           (4) 

 
The transformation from source face space to the target face space can be computed 

by (4) in which the geodesic distance instead of Euclidean distance is applied in the basis 
functions. 

Once the mapping relationship is constructed, which means the weight matrix W  is 
given, the location of feature points on the target face at each frame can be extracted from 
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M with the equation (3). In this way, not only the coordinates of source feature points are 
adapted to the target face, but also the special morphology of the face is taken into account. 

 
2.2 Hybrid Deformation of Face Mesh 

To synthesize the animation for the target model according to the motion of the feature 
points, a number of methods employ the partition principle to solve discontinuous motion of the 
expression. It is likely to result in artificial expression between the adjacent regions in this 
situation. We present the plan of the PBW in which the motion of the vertex depends on its 
proximal feature points. The PBW-based deformation makes full use of the local regions around 
the vertex and from an overall point of view we regard the interpolation of RBFs as the global 
deformation in order to optimize smoothness of the facial mesh. We exploit geodesic distance 
measures for the distance between two vertice along the facial mesh and the cosine functions 
as the weighting functions. 

 
2.2.1 Local Deformation using PBW 

For each feature point on the target face, there is a local region in which the vertice are 
intensively influenced by that feature point. On the other hand, every vertex on the facial mesh 
is controlled by the proximal feature point and the neighbor feature points of the proximal one. 
Therefore, the distribution of feature points on the target face should guarantee the similarity of 
the configuration with the actor whose feature points are defined according to the properties of 
expressional motion. 

 
2.2.1.1 Proximal area 

Given the mesh of the target face and the configuration of feature points, we firstly 
compute a set of geodesic distances from the vertex to every feature points. The geodesic 
distance exactly describes the surface distance between two points on facial mesh. The nearest 
feature point away from the vertex is defined as the dominant controller for that vertex. 
Therefore, there is a local area for every feature point, which is comprised of vertexes which 
share one dominant controller. At the same time, we consider the neighbor features points of 
the dominant controller. From another perspective, the dominant controller and its neighbors 
form a proximal region which is supposed to have significant influence on the vertex.  

 
 

 
 

Figure 1. Proximal-based weighting 
 
 

2.2.1.2 Proximal-based weighting 
The purpose of PBW is to calculate the weight of the feature points in the adjacent area 

of the vertex. Given a portion of the facial mesh as shown in Figure 2, the weight can be 
computed with the following steps: 
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Step 1: For the vertex P  on the target face, the dominant feature point 1F  can be 

acquired with the aforementioned method. Furthermore, the proximal region of 1F  contains the 

neighbor feature points of 1F  such as 2F
 
and 3F . 

Step 2: In the proximal region of the feature point 1F , the line 1F P
 
connects the 

vertex P  to the dominant feature point 1F . Joint the dominant point 1F
 
with each neighbor 

feature iF , such as 1 2F F . The smallest two angles between 1F P
 
and 1 iF F

 
are selected for the 

calculation of weight. If i  
is the angle between 1F P

 
and 1 iF F

 
and the smallest two angles are 

2  
and 3  (as in Figure 2), they have to guarantee the following condition: 

 

2 3,
2 2

     

 
If there is only one   satisfying that request, it will be retained for the subsequent step. 
Step 3: To prepare for computing the weight of the feature points, a weighted distance 

d  can be obtained: 
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The distance ijd  in the formula indicates the Euclidean distance between the feature 

points iF  and jF . 

Step 4: The weight of the feature point 1F  can be obtained using the equation: 
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              (6) 

 

For the other feature points in the proximal region of 1F , the weight is: 
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              (7) 

 

The distance ipd  is the geodesic distance from the vertex P  to the feature points iF . 

From the equation (7), it can be found that the feature points in the proximal region of the 

dominant controller 1F  have the less effect on the vertex, if they are nearer away from 1F . It just 

reflects the prominent role of the feature point 1F  in the proximal area of the vertex. 

 
2.2.1.3 The Local Deformation 

The principle of the local deformation is the fact that the motion of the vertex is 
determined by that of its proximal feature points. When the weight of the feature points in the 

proximal region of the vertex P  is computed, the displacement ps  of the vertex P  can be 

calculated in terms of the following formula: 
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In each frame of the animation sequence, the displacement is  of the proximal feature 

points iF  is from the result of the transformation of the motion space. The weight of the feature 

point iF  is ipw  and n  is the number of the feature points which make a difference on the 

motion of the vertex in the proximal region. The distance ipd  between the feature point iF  and 

the vertex P  is the Euclidean distance in current frame, which is different from that in the stage 
of PBW. Actually, it could be more exactly with geodesic distance than Euclidean 
distance(Figure 2). However, considering the efficiency of the animation and the complication of 
computing the geodesic distance in running time, we apply the Euclidean to roughly measure 
the distance between the feature point and the vertex.  

 
 

 
  a 
 

 
Figure 2. The Euclidean distance (the dashed line segment on the right figure) and the geodesic 

distance (the solid curve segment on the right figure). (a) facial mesh; (b)the left eye;(c)the 
mouth. 

 
 
2.2.2 Global Deformation using RBFs 

There could be certain relation for the expressional motion of the facial mesh in different 
regions. The local deformation is likely to segment this abstract relevance, so the global 
deformation is followed to tune the motion as a whole. The RBFs [5] are well known for its 
power to approximate high dimensional smooth surfaces and are used foe the model fitting. It is 
absolutely distinct with the retargeting process that we construct a deformation model: 
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where 0
iP denotes the i th vertice on the target face, k

iP  is the motion offset of the i th 

vertice at frame k , 0
jF represents the j th feature point on the target face, 0 0|| ||i jP F  is the 
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Euclidean distance between 0
iP  and 0

jF  and n  is the number of feature points. The radially 

symmetric basis function 0 0(|| ||)i jP F  here is multi-quadrics: 

 
0 0 0 0 2(|| ||) || ||i j i jP F P F r             (10) 

 
At each frame, the RBFs are trained between the feature points on the target face and 

their motion offsets at the current frame, and in this way we acquire the different coefficients for 
the interpolation. Then, the coefficients are used to calculate the motion offsets of the vertice at 
the current frame.  

 
2.2.3 Blending 

When both the local and the global deformation are obtained, we use a parameter   to 
blend them. In each frame of the animation, the total displacement of the vertex P  consists of 
the following two parts as shown in formula (11). Therefore, the position of the vertex P  in 
current frame is its static position (or at the first frame) combined with its current displacement. 

 

_ _(1 )p p local p globals s s             (11) 

 
3. Results and Discussion 
 
3.1 Experiment setting  

 
 

  
a                                        b 

 

Figure 3. Facial Mo-Cap environment (a) and facial marker setup (b) 
 
 

Source motion data we use is captured from the passive optical Mo-Cap system: 
DVMC-8820, which is composed of eight infra-red (IR) cameras with four million pixels, with 
60Hz capture rate. After simple process, the motion capture data can be used in our system. In 
the experiment, 60 infra-red sensor markers are pasted in the face of performers. In 
performance, the movement of the head is limited in a small range, basically, rotation angle less 
than 5 degree and global shifting less than 1/20 of the length of head, as shown in Figure 3. 

 
3.2 Experiment results and analysis 

In order to validate the effect of animation with our system, we select a female face as 
the target model which is different from the actor. The motion capture data from one performer 
can be reused after the denoising processing. Our experimental platform is based on VC++ 
platform and OpenGL graphic library, embedded the Matrix<lib> to accomplish the matrix 
manipulation. 

Figure 4 demonstrates four different animation sequences of the target face with the 
method of our hybrid deformation. After the expressional motion from the actor is transformed to 
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the space of the target model, the two-stage deformation is conducted to drive the target face 
and to generate the similar expressional animation to the source performance. 

To verify the effectiveness of our method we have also implemented the method of 
deformation with GRBF [26] as comparison. Figure 5 shows several experimental results with 
two methods. Each column in Figure 5 corresponds to the same frame from one animation 
sequence. Generally speaking the range of expression with GRBF changes more widely than 
that with our method using the identical source expression. Consequently, with the method of 
GRBF the shape of the mouth alters sharply such as in Column 2 and 3 and it appears that 
overfitting impacts the natural expression in Column 4. Another distinct problem is the shape of 
eyes in Column 5. It seems that one or more feature points make too much effect on some 
vertice, which leads to the distortion of the eyes. The bottom row is the result with our method 
and both the motion of the mouth and the eyes appear plausibility. In addition, our PBW 
strategy computes the weight in advance and the efficiency of the animation is guaranteed. 

 
 

Seq1 

Seq2 

Seq3 

Seq4 

 

Figure 4. Four different animation sequences with our method 
 

 
Deformation 
with GRBF 

  
Our method 

  
 

Figure 5. The comparison of deformation with GRBF and our method 
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Figure 6 describes the details of the mouth corresponding to the expressions in Figure 
5. The top row shows the result with GRBF and the external outlines of the mouth are 
apparently blurred due to the incorrect motion in those zones. The shape of the mouth with our 
method is presented in the bottom line. Although it is slightly unsmooth in the inner outlines of 
the mouth, the entire effect cannot bring much trouble for users to recognize different 
expression. On the whole, the result of our method can obtain a natural animation sequence. 

 
 

Deformation 
with GRBF 

 
Our method 

 
 

Figure 6. The local change of the mouth in different expression with two methods 
 
 
4. Conclusion 

We have presented a framework of synthesizing realistic facial animation using the 
motion capture data. The source animation from the performer undergoes the transformation of 
the motion space in order to obtain the motion of the feature points for the target face. 
Afterwards, the two-stage deformation is employed, which considers both the local influence of 
the features and the global smooth deformation. The animation is ultimately synthesized by 
blending the local and the global deformation.  

From the experimental results, our method basically meets the demand of animation. In 
the future, we will plan to work on computing the proximal regions and the corresponding weight 
of the feature points in real time. According to this notion, the motion information in adjacent 
frames, the previous frames and the back frames of the current frame, can be extracted and 
used for the calculation of the weight. Another improvement of our approach would be to 
capture and transfer fine details such as wrinkles and small deformations of skin.  
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