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 The main aim of this study is to obtain the best approximate solution for the 

nonlinear Ito system by applying the new iterative method, A new technique 
has been proposed that combines the new iterative method with the particle 
optimization algorithm. The most important distinctive of this work is the 
analysis of errors between the exact solution of the system and the 
approximate solutions, which showed us that these approximate solutions of 
the proposed technique in particular have high accuracy because they 
converge significantly from the exact solution.  Keywords: 
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1. INTRODUCTION 
In this paper, we apply the new iterative method of the generalized Ito system in order to obtain the 

best approximate solutions and then compare them with the exact solutions to reach the required efficiency,  
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Where the parameters α, δ, µ, b2 optional constants. the non-linear part has many important features 

in many physical phenomena. Therefore, the non-linear system of partial differential equations is very 

effective in many fields, including astronomy, acoustics, mechanical engineering, etc..., The generalized Ito 

system is partial nonlinear differential equations and can be reduced to normal differential equations by 
painleve and has applications in mathematical, physical and other phenomena [1].  

In orderly to resolve nonlinear problems, numerical methods have been shown and clarified, due to 

the great significance in various domain of science, especially mathematics and physics. Non-linear problems 

are studied. In the past decades a group of authors have paid special attention in studying non-linear 

equations solutions using methods Numerical ones. Among these are Inverse scattering method, Bucklund 
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transformations, and the tanh-function method [2]. Obtaining the exact solution of the nonlinear system of 

partial differential equations has become one of the most important aspects because of its importance in 

understanding the mechanism of complex phenomena, such as (NSPDE), Literature is the first breakthrough 

in the nonlinear generalized Ito system proposed in 1980, according to the perception of the world of Ito dual 

systems [3]. The variational iteration method was applied to the nonlinear generalized Ito system  [4]. there 

are many numerical methods used to solve the generalized Ito system, including: 

Jacobian-function technique [5]. Adomian decomposition technique [6]. F-expansion technique [7]. 

Sine-cosine technique [8]. and other numerical methods the new iterative technology offers a highly efficient 

approach to controlled solutions and a wide range of differential systems. They are also considered to have a 

significant advantage over non-linear methods such as Homotopy technique.  
The main aim of using the new iterative method proposed by Jafari and Daftardar [9-11], and has 

been modifed by Hameda [12-14], to resolve the partial and ordinary linear and nonlinear differential 

equations, and give the importance of equations and their applications in various practical fields and this is 

the basis on which the application of this method [15-20]. The new iterative method NIM technique is 

unpretentious to grasp and easy to do on the computer and has very effective results, which gave it a great 

benefit in resolving a variety of equations including algebraic and integral and partial and normal differential 

equations with the correct and fractional ranks and systems of equations [21]. The new iterative method NIM 

is simple to understand and easy to implement on the computer and has very effective results, which gave it a 

great benefit in solving a variety of equations, including algebraic and integral and partial differential 

equations and ordinary differential equations with fractional and correct ranks and equation systems [21]. 

The particle swarm optimaiztion PSO algorithm is widely known for its ease of implementation and 
its ability to quickly converge to the optimal solution. The particle swarm optimaiztion PSO algorithm also 

has qualities and features that make it distinctly efficient as it does not require improvement of any scalable 

information of the function and uses simple logical factors, compared to other algorithms, we find it 

characterized by its speed, low cost and accuracy [22-24]. The pso algorithm is suitable for solving linear, 

non-linear, intermittent and continuous variables, so that is has been used as a robust method to solve 

optimization problems in a wide variety of applications [25-27], We work to reduce the error to a minimum 

in the numerical method used the new iterative method and thus arrive at the nearest approximate and 

analytical solution to the exact solution of the system Ito. The following is a flowchart showing the PSO 

algorithm in Figure 1 [28, 29]: 

 

 

 
 

Figure 1. Flowchart showing the PSO algorithm 
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In this article we will improve the results and minimize the error so that it converges to the exact 

solution of the non-linear Ito system by solving the system with the new iterative method and then proposing 

a new strategy between the new iterative method with the Pso algorithm. 

In this paper is organized as follows: 1. in this section the mathematical model and previous works 

are presented with a brief introduction to the pso algorithm. 2. in this part Provide the basic idea of the new 

iterative method. 3. in this section Solve the nonlinear Ito system in the new iterative way. 4. in this section 

This section is dedicated to illustrating the proposed method of new iterative method with particle swarm 

optimaiztion (NIM-PSO) 5. in this part we discuss the final observations. 
 

 

2. NEW ITERATIVE METHOD (NEM) 

look the next general functional equation: 

 

k(y) = f(y) + C((y)) (2) 

 

Here N(x) is a nonlinear border, we are assuming that u in (2) having the chain form: 

 

k(y) = ∑ ki(y)
∞
i=0  (3) 

 

That is: 
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The nonlinear border 𝑁 can be decomposed as: 
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by utilize the (4) and (5) in (2): 

 

k1(y, t) = C(k0(y, t))  

 

k2(y, t) = C(k0(y, t) + k1(y, t) − C(k0(y, t))) (6) 

 

k3(y, t) = C(k0(y, t) + k1(y, t) + k2(y, t) − C(k0(y, t) + k1(y, t))) (7) 

 

kn+1(y, t) = C(k0(y, t) + k1(y, t) + ⋯+ kn(y, t) − C(k0(y, t) + k1(y, t)⋯+ kn−1(y, t))) ; n =

1,2,3 (8) 

 

We realize the iterate relation in the next method:  

 
∑ ki(y)
∞
i=0 = f + C(∑ kj

∞
j=0 (y)  (9) 

 

The n-terms solutions of (1) is given by k ≈ k0 + k1 + k2 + k3 +⋯⋯+ kn−1. The convergence of 
this method given in [19]. 

 

 

3. APPLICATION ITO COUPLED SYSTEM: 

In this partition, we work on for solving k (y, t), Q (y, t), R (y, t) and S (y, t) the initial conditions [4] 

which suitable (1): 

 

{
 
 

 
 k(y, 0) = r1 − 2μ

2tanh2(μx)

Q(y, 0) = r2 + b2tanh
2(μx)

R(y, 0) = r3 + f1tanh (μx)

S(y, 0) = t0 + t1tanh (μx) }
 
 

 
 

 (10) 
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we build in the new coupled ito system (1) which satisfy: 

{
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Through the integration of the Ito system we get the following: 

 

{
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Using the initial conditions given, we have: 

 

k1(y, t) = ∫ N(k0, Q, R0, S0)dt = ∫ (
∂Q

∂x
)dt

t

0

t

0
  

 

and from integral equation we obtain: 

 

k1(x, t) =
0.5 sinh (0.5 x) t

cosh(0.5 x)3
  

 

Now, 

 

Q1(y, t) = ∫ M(k0,Q0, R0, S0)dt = ∫ (−2
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Q1(y, t) =
1

cosh(0.5 x)6
(0.5 sinh(0.5 x)⋯⋯+ 3 ∗ sinh(0.5 x) t  

 

Also, 
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t

0

t
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R1(y, t) = − 
0.5 t

cosh(0.5 x)2
  

And finally: 

 

S1(y, t) = ∫ K(k0, Q, R0, S0)dt = ∫ (
∂3S

∂x3
+ 3kSx)dt

t

0

t

0
  

 

S1(y, t) = − 
0.5 t

cosh(0.5 x)2
 (13) 

 

the repetition rapport (6) from integral the system (1) is: 

 

k2(y, t) = ∫ (C(k0(y, t) + k1(y, t), Q0(y, t) + Q1(y, t), R0(y, t) + R1(y, t), S0(y, t) + S1(y, t)))dt
t

0
  

 

Then, 

 

k1(y, t) = −
45

23658496
∗

1

cosh(x+10)15
⋯+ cosh(x + 10)4√209 sinh (x + 10)1 (14) 

 

Such that: 
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k2(y, t) = ∑ ki(x, t) = k1(x, t) + k2(x, t) + k3(x, t) +⋯⋯+ kn+1(x, t)
n+1
i=0  (15) 

 

And finally: 

 

k3(y, t) =
15

39180
∗

1

cosh(x+10)15
⋯+ cosh(x + 10)20√209 t ∗ sinh (x + 10) (16)  

 

Then, 

 

k(y, t) =
5

39180
∗

1

cosh(x+10)31
⋯⋯+ t ∗ sinh(x + 10)39180…cosh(x + 10)31 (17) 

 

We will follow the same steps above to find the rest of the system term (1): 

 

Q(y, t) =
1

7680
∗

1

cosh(8 x)20
(1185 cosh(8 x)20 −⋯⋯) − 4114 t4 ∗  sinh(8 x) cosh(8 x)5) (18) 

 

R(y, t) =
1

24
∗

1

cosh(8 x)14
(−30t4 sinh(8 x)cosh(8 x)11 +⋯⋯+ 120 ∗ sinh(8 x)  cosh(8 x)13 (19) 

 

S(y, t) =
1

30
∗

1

cosh(8 x)14
(−30t2 sinh(8 x)cosh(8 x)11 +⋯⋯+ 120 ∗ sinh(8 x)  cosh(8 x)13 (20) 

 

Tables 1, 2 and Figures 2 till 5 respectively show the behavior of numerical solutions obtained from 

the new iterative method and the PSO algorithm with comparison between them of the space (x) and the  

time (t) them.  

 

 

4. THE PROPOSED TECHNIQUE (NIM-PSO) 

The concept of the proposed technique is based finding the optimal parameters of nonlinear Ito 

coupled system using the particle swarm optimaiztion PSO with the new iterative method NIM. The result of 

(NIM) solution series (17)-(18)-(19)-(20) is used to subedit the fitness function in the (PSO) algorithm using 

the next equations: 

 

{
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2
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1

4
|K(α, δ, μ, b2) + Q(α, δ, μ, b2) + R(α, δ, μ, b2) + S(α, δ, μ, b2)|}

 
 
 
 

 
 
 
 

  (21) 

 

where n and m exemplify the overall numbers of steps used in the solution area of and respectively, (K ,Q ,R 

and S) the solution of nonlinear Ito coupled system (17)-(18)-(19)-(20),( K̂ , Q̂, R̂ and Ŝ ) are the exact 

solutions for this system. (F) represents the fitness function (mean square error) is solved by using the (PSO). 

thus, the optimal values of system (17)-(18)-(19)-(20) are obtained through the next:  
 

α =  7, b2 = −8, δ = −3 , μ = 8  
 

The parameter settings used for the implementation of the algorithm are the default settings of the 

PSO code in the commercial software MATLAB® R2017b, The Maple program was used to find the  

fitness function. When comparing the Nim numerical method and the (Nim) numerical method using the PSO 

algorithm with the numerical solution, we note the error is reduced to 10-23 at its lowest and up to 10-28 at 

its best as shown in Table 1 and Figures 2(a), 2(b), 3(a) and 3(b). When comparing the Nim numerical 

method and the (Nim) numerical method using the PSO algorithm with the numerical solution, we note the 

error is reduced to 10-27 at its lowest and up to 10-29 at its best as shown in Table 2 and Figures 4(a), 4(b), 
5(a) and 5(b).  
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Table 1. Comparison of absolute error between the accurate solution and the numerical solution of (NIM) 

technique and Pso 
t |𝒌𝒆𝒙𝒂𝒄𝒕 − 𝒌𝒏𝒊𝒎| |𝒌𝒆𝒙𝒂𝒄𝒕 − 𝒌𝒑𝒔𝒐| |𝒒𝒆𝒙𝒂𝒄𝒕 − 𝒒𝒏𝒊𝒎| |𝒒𝒆𝒙𝒂𝒄𝒕 − 𝒒𝒏𝒊𝒎(𝒑𝒔𝒐)| 

0.1 2.209210*10-5 1.037272*10-28 8.227572*10-4 5.311307*10-26 

0.2 4.312130*10-5 8.283629*10-28 9.315929*10-4 4.241265*10-25 

0.3 6.016000*10-6 2.794040*10-27 2.152349*10-4 1.430553*10-24 

0.4 1.961317*10-4 6.620901*10-27 3.159796*10-3 3.389906*10-24 

0.5 5.998332*10-4 1.292909*10-26 8.444311*10-3 6.619697*10-24 

0.6 1.291608*10-3 2.233874*10-26 1.661097*10-2 1.143744*10-23 

0.7 2.347910*10-3 3.547001*10-26 2.820174*10-2 1.816065*10-23 

0.8 3.847238*10-3 5.294302*10-26 4.375817*10-2 2.710683*10-23 

0.9 5.870208*10-3 7.537794*10-26 6.382119*10-2 3.859351*10-23 

1 8.499622*10-3 1.033949*10-25 8.893089*10-2 5.293819*10-23 

 

  
Figure 2(a). Numerical solution K3 using the pso 

algorithmusing the new iterative method 
Figure 2(b). Absolute error K3 using the  

pso algorithm 

 

  
Figure 3(a). Numerical solution Q3using the new 

iterative method 
Figure 3(b). Absolute error Q3 using the  

pso algorithm 

 

 

Table 2. Comparison of absolute error between the accurate solution and the numerical solution of the (NIM) 

technique and Pso 
t |𝐑𝐞𝐱𝐚𝐜𝐭 − 𝐑𝐧𝐢𝐦| |𝐑𝐞𝐱𝐚𝐜𝐭 − 𝐑𝐧𝐢𝐦(𝐩𝐬𝐨)| |𝐒𝐞𝐱𝐚𝐜𝐭 − 𝐒𝐧𝐢𝐦| |𝐒𝐞𝐱𝐚𝐜𝐭 − 𝐒𝐧𝐢𝐦(𝐩𝐬𝐨)| 

0.1 9.810000*10-8 1.210920*10-29 9.810000*10-8 1.210920*10-29 

0.2 1.233300*10-6 4.843678*10-29 1.232700*10-6 4.843678*10-29 

0.3 5.747200*10-6 1.089828*10-28 5.746900*10-6 1.089828*10-28 

0.4 1.755420*10-5 1.937471*10-28 1.755340*10-5 1.937471*10-28 

0.5 4.230470*10-5 3.027299*10-28 4.230450*10-5 3.027299*10-28 

0.6 8.756040*10-5 4.359310*10-28 8.755970*10-5 4.359310*10-28 

0.7 1.629725*10-4 5.933506*10-28 1.629717*10-4 5.933506*10-28 

0.8 2.804784*10-4 7.749885*10-28 2.804783*10-4 7.749885*10-28 

0.9 4.544901*10-4 9.808449*10-28 4.544897*10-4 9.808449*10-28 

1 7.020970*10-4 1.210920*10-27 7.020964*10-4 1.210920*10-27 
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Figure 4(a). Numerical solution R3 using the new 

iterative method 

 

Figure 4(b). Absolute error R3 using the  

pso algorithm 

 

  
 

Figure 5(a). Numerical solution S3 using the new 

iterative method 

 

Figure 5(b). Absolute error S3 using the  

pso algorithm 

 
 

5. CONCLUSIONS 

In this paper, the nonlinear Ito system was solved by nim method with the PSO algorithm. The main 

idea was to search and then find the optimal parameters of Ito system (α, b2, μ, δ), compared to the nim 

method in Tables 1 and 2. The optimum accuracy is very high although the Ito system is fairly complex and 

has many values and gives more accurate results than the NIM method. the numerical results showed that the 

approximate solutions obtained in the proposed method nim-pso were fully compatible with the  

exact solutions. 
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