
Indonesian Journal of Electrical Engineering and Computer Science 

Vol. 18, No. 3, June 2020, pp. 1551~1558 

ISSN: 2502-4752, DOI: 10.11591/ijeecs.v18.i3.pp1551-1558      1551 

  

Journal homepage: http://ijeecs.iaescore.com 

Harmonic current classification using hybrid FAM-RBF  

neural network 
 

 

Shoun Ying Leow1, Keem Siah Yap2, Shen Yuong Wong3 
1,2Department of Electronics and Communication f Engineering, Universiti Tenaga Nasional, Malaysia  

3Department of Electrical and Electronics Engineering, Xiamen University Malaysia, Malaysia  

 

 

Article Info  ABSTRACT 

Article history: 

Received Oct 29, 2019 

Revised Dec 30, 2019 

Accepted Jan 14, 2020 

 

 In this paper, the type of customers of electricity in Malaysia is classified 
into the type of electricity consumers based on the harmonic current data.  

A hybrid of Fuzzy Adaptive Resonance Theory with Mapping Algorithm 
(Fuzzy ARTMAP) and Radial Basis Function (RBF) neural network is 
developed (namely FAM-RBF), and it is used to classify the harmonic 
current into types of consumers. The result of the proposed neural  
network is discussed, and compared with other neural networks in this paper.  
The comparison result shows that the proposed FAM-RBF obtained  
the best performance result and is a truthful neural network to be used in  
this application.  
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1. INTRODUCTION 

In general, electrical load can be characterized into linear or non-linear electrical loads. Linear load 

draws the waveform shape that same with the applied voltage. On the other hand, the impedance of non-

linear load changes the applied voltage. The current in a non-linear load will not be sinusoidal even the load 

is connected to a sinusoidal applied voltage because it is drawn down by the changing impedance in the  

loads [1]. This non-sinusoidal current contains harmonic current. The harmonic current works together with 

the impedance of the power distribution system, and generate voltage distortions. These distortions could 

affect the instruments in the distribution system and the loads connected to it [2].  

An aggregate load is formed when numerous of non-linear and linear loads are connected to a low 

voltage bus of distribution transformer, and consists a wide range of harmonic currents. This connection is 

known as point of common coupling. The nonlinear loads generate harmonic currents correspondingly with 
the harmonic current spectrum. Different type of load consumers generate different type of harmonic 

currents. The major electricity consumption of residential consumers are on electrical home appliances that 

generate harmonic currents such as computers, ovens and fluorescent lights. However, the energy 

consumption of commercial consumers are on computers and fluorescent lights [3]. 

In consequent, harmonic loads can generally be classified to type of load consumers based on 

character of harmonic currents generated and its total harmonic distortion level. Based on measured statistical 

data, harmonic currents of aggregate harmonic loads can be connected to load consumers [2]. For a past 

decade, neural networks (NNs) have been widely applied in power industry and returned a promising  

results [4]. NN has a strong talent to train and learn from a dataset. The applications of NN in power industry 

include monitoring active power filter, forecasting electrical loads in short term, analyzing and forecasting 
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electrical energy consumption of a building, forecasting the wind power production, and forecasting electric 

prices [5-8].  

In 1987, Adaptive Resonance Theory (ART) was presented firstly by Carpenter and Grossberg. 

Then, the ART family’s size increased rapidly between year 1987 and 1992. Some of the family members are 

ART-1, ART-2, Fuzzy ART, ART with mapping algorithm (ARTMAP) and Fuzzy ARTMAP (FAM).  

The rapid growth of ART family is motivated by the remarkable breakthrough of ART in overcome stability-

plasticity dilemma and catastrophic forgetting. ARTMAP is proposed to binary patterns. ARTMAP.  

Then, Fuzzy ARTMAP (FAM) is extended form ARTMAP, and proposed to binary and analogue patterns. 
The FAM is capable for online learning. At first, there is no hidden neuron created in FAM. The required 

hidden neurons of FAM grow based on the training dataset. The FAM is capable to overcome stability-

plasticity dilemma and catastrophic forgetting [9-11]. Several researches are conducted to enhance the 

performance of FAM and apply FAM in various application [12-16].  

On the other hand, the RBF has been catching the attention of researchers recently with the function 

approximation of its hidden neurons [17]. This research includes enhance the performance of RBF and apply 

RBF in various industries [7, 18-21]. RBF parks under the group of feedforward NN, which organizes its 

hidden neurons with function approximation theory. The Gaussian kernel function is a popular choice of the 

function approximation function. This Gaussian kernel function is computationally and mathematically 

traceable, and nonzero at any points. In addition, it can be differenced infinitely [22]. The objective of this 

paper is to extend FAM-RBF for classification of customer type based on harmonic currents in power 

distribution system. This proposed model uses FAM and RBF to learn the training data samples, and then 
performance evaluation is obtained based on test samples. The performance of the proposed neural network 

in harmonic current classification was studied and compare with other popular learning algorithms.  

The paper is ordered as below. In Section 2, the learning algorithms of FAM-RBF are presented. 

After that, Section 3 presents the results and analysis of proposed FAM-RBF neural network for 

classification of type of customer in power utility. .Lastly, Section V presents a recapitulation of important 

findings with suggestion for further work.  

 

 

2. RESEARCH METHOD 

The FAM NN is made up with a pair of ART modules, and a map field. The ART module is ART-a 

and ART-b that composed of three neuron layers respectively. The target output must be presented together 
with the inputs that presented to FAM. Assume the ith training samples presented to the normalization layer 

of FAM has and input vector with M dimensions, and its target output vector with L dimensions, 𝐗i ∈ 𝐑M 

and 𝐓i ∈ 𝐑L in vector form, {(𝐗𝟏, 𝐓𝟏), (𝐗𝟐, 𝐓𝟐), . . ., (𝐗𝐢 , 𝐓𝐢 )}. The 𝐹0
𝑎 and 𝐹0

𝑏 are the normalized layer of 

FAM. The input and its target output vectors are allocated with complement coding, i.e., 
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where 𝑨𝑖 ∈ 𝑹2𝑀 is the complemented inputs in vector form, and 𝑩𝑖∈ 𝑹2𝐿  is its complemented target 

outputs in vector form. The second layer of FAM is input layer. These layers are labelled as 𝐹1
𝑎 and 𝐹1

𝑏. In 
this layer, the complemented inputs and its complemented target output which received from normalized 

layers, are transmitted to next layers, recognition layers. The recognition layers of FAM are labelled as 𝑭2
𝑎 

and 𝑭2
𝑏. Both 𝑭2

𝑎 and 𝑭2
𝑏 receive complemented inputs and its complemented target output in vector form 

respectively from the input layers. In these layers, each pair of inputs and its target outputs are presented 

simultaneously into the recognition layers of ART-a and ART-b respectively. The number of hidden neurons 

grows as required during the training process. The FAM practices winner-take-all. The winning neuron is 

labelled as hidden neuron J. The weight sets of hidden neuron J which includes hyper-rectangular and centre, 
is in vector form. The FAM consists Qth hidden neurons. The hyper-rectangular and centres of hidden 

neurons J in ART-a and ART-b are correspondingly denoted as 𝐰𝑗
𝑎, 𝐰𝑗

𝑏,𝐜𝑗
𝒂, and 𝐜𝑗

𝑏.  

A novel winning hidden neuron J is created in hidden neurons layer when there is no hidden neurons 

match with the inputs (i.e., Q ← Q +1), the centres, c and weight vectors, w are fixed correspondingly at 0 

and 1. The 𝑞 is number of hidden neuron J in 𝑭2
𝑎 layer, has to be set to 0. The normalized input and its target 

output vectors of hidden neuron J are presented to ART-a and ART-b respectively and simultaneously during 

the training period. An activation number is presented to the hidden neuron J in 𝑭2
𝑎 by the choice function.  

A choice function, 𝑻𝑗  which is shown in (2), takes place to select the winning hidden neuron J selected. The 

𝑨𝑖is input patterns that propagates from 𝑭1layers to 𝑭2 layers. The 𝛼 is the choice parameter in the range 
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between 0.001 to 10. The hidden neuron with highest choice function value is selected as the winning  

hidden neuron.  
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Next, a vigilance test which is the essential element of FAM that measure the similarity between the 

pattern of winning neuron, 𝑾𝐽
𝑎, 𝑨𝑖 and threshold, is organised. The comparison is shown in the (3). 
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The vigilance parameter in ART-a, ρa is a number that range from 0 to 1. If the winning hidden 

neuron fails the vigilance test, a winning hidden neuron searching cycle has to be performed continuously 

until the new winning hidden J is found. Meanwhile, the same operation takes place in ART-b. After 

identifying the winning neuron in 
a
2F , the hidden neuron of its target output in 

b

2F (i.e., 
b

Jw
) is engaged to 

execute vigilance test in ART-b. The double confirm of new hidden neuron J is the final winning hidden 

neuron is indeed. The comparison in art-b is shown in (4): 
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The vigilance parameter in art-b, ρb is a number that range from 0 to 1. If vigilance test is failed, 

tracking match process takes place. If there is no existing hidden neurons that fulfil the (4), a new hidden 

neuron has to be added.  
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The 0.00001 is a constant value added to avoid the re-selection of hidden neuron J in 𝐹2
𝑎. A different 

threshold value of a takes place to start a new search cycle in ART-a. When the winning hidden neuron J is 

found, its w and c in 𝐹2
𝑎 and 𝐹2

𝑏 are restructured as below:  

 

 (6) 
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 (8) 

 
The Radial Basis Function (RBF) is firstly introduced in 1991. It is a universal function 

approximation. A RBF NN contains only three layers, i.e., input, hidden neuron, and output layers. A notable 

feature of RBF NN is its hidden neurons need an activation function to activate them. The hidden neurons 

practice non-linear and local mapping. In this paper, Gaussian function is selected. The absolute value of this 

function decreases continuously approaches zero in all dimensions when the inputs are away from its  

center [23]. A major challenge in the design of Gaussian function is the selection of its centers. Assume a 

RBF NN has P input neurons, Q hidden neurons and R output neurons. The output of the RBF NN, 𝑦𝑟 is  

computed in (9).  
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𝑦𝑟 = ∑ 𝜷𝑗𝑟𝐺𝑗(𝐗, 𝑐𝑗
𝑎 , 𝜎)𝐽

𝑗=1 = ∑ 𝛽𝑗𝑟exp (−
‖𝑿𝑝−𝐜𝒋

𝑎‖
2

2𝜎2
)𝑄𝑎

𝑗=1  (9) 

 

The 𝑟 = 1, 2, …, R is the output neurons of RBF NN. However, jG
 ,𝛽𝑗𝑟 and 𝑐𝑗  are activation 

function, output weight and center of the hidden neurons respectively. The parameter of RBF NN, 𝜎 is the 

width of the Gaussian function, which is an adjustable parameter, has be manually determined before its 

training. The Gaussian function, jG
is shown in (10): 

 

𝐆𝑗(𝐗, 𝑐𝑗
𝑎 , 𝜎) = exp (−

‖𝑿𝑝−𝐜𝒋
𝑎‖

2

2𝜎2
) (10) 

 

where, 𝜎 controls the width of the Gaussian function. The large value of 𝜎 gives a “fat bell-shape”. 

However, the small value of 𝜎 gives a “thin bell-shape”. The jβ  can be found by using the (11).  

 

𝛃𝑗𝑟 = 𝐺𝑗
−1𝑦𝑗𝑟 (11) 

 

The jG
 may not be a square matrix as its inverse can be found by using the Moore-Penrose 

pseudo-inverse as shown in (12),  

 

𝛃𝑗𝑟 = (𝐺𝑗
−1𝐺𝑗)−1𝐺𝑗 𝑦𝑗𝑟 (12) 

 

The structure of proposed FAM-RBF is demonstrated in Figure 1. As for training, the dataset is 

divided into training dataset and testing dataset to train and test this NN. In FAM-RBF, FAM is used to assist 

and compute the hidden neurons of RBF, and RBF is used in testing. Firstly, the training phase takes place 
with the presented training dataset. Then, the testing phase takes place with the presented testing dataset to 

test the accuracy of the FAM-RBF that constructed. When a training dataset that is newly presented to FAM-

RBF, FAM is computed based on the (1) to (8). The hidden neurons of FAM together with their respective 

weights and centres, are presented to RBF after the training of FAM. A notable arrangement in FAM-RBF is 

the hidden neurons of FAM determine the centre of RBF hidden neurons. The hidden neurons of RBF are 

generated with (11). There are few user-defined parameters in FAM-RBF. Therefore, the process to 

determine the parameters has to be explored carefully to get a substantial performance results. After 

computing FAM-RBF, the consistency and persistence of the FAM-RBF have to be determined. The training 

and testing dataset are presented to the computed RBF of FAM-RBF to measure its training and testing 

accuracies [15].  

 
 

3. RESULTS AND ANALYSIS 

In this section, the performance of FAM-RBF on Harmonic Current Dataset is reported and 

compared with other popular NNs. The 𝜌𝑎 is set to 1, and 𝜌𝑏 has to be tuned manually in this classification 

experiment. All the experiments in this paper were performed in an environment that listed in Table 1.  

 

 

Table 1. Experiment Environment 
Component Specification 

Personal computer HP Pavilion 14 Notebook PC 

Operating system Window 8.1 pro 

RAM 4.00 GB 

Processor Intel Core i5-3230M @ 2.6 GHz 

Software Matlab 7.11 (R2010b) 

 

 

The objective of this paper is to classify types of consumers in Malaysia based on the Harmonic 

Currents Data provided (hereafter denote as Harmonic Current Dataset). There are total of 6936 samples in 

this dataset. The experiment in this paper had run for 50 trials to obtain average results. This strategy is 
needed as the results of FAM-RBF maybe impacted by random order of training sample. Each data sample 
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has nine input and one output attributes. The input attributes are labelled from order-1 to order-9. Besides, the 

corresponding output, type of consumers, is classified from class 1 to class 5 respectively. The details of the 

class number and number of samples are listed in Table 2. 

 

 

Table 2. Details Information of Harmonic Current dataset 
Types of consumers Class number Number of samples 

Residential Apartment 1 939 

Hotel 2 2010 

Bank 3 1035 

Hospital 4 2007 

Furniture Factory 5 945 

 

 

 
 

Figure 1. The Fuzzy ARTMAP- Radial Basis Function (FAM-RBF) 
 

 

Table 3 presents the average training and testing accuracies of FAM-RBF and other popular NNs. 

The compared NNs are Improved Generalized Adaptive Resonance (IGART), Fuzzy ARTMAP (FAM), and 

Support Vector Machine (SVM) [3]. The IGART is a hybrid NN, which uses Gaussian ART to train and 

GRNN to test. It can be observed that the number of hidden neurons of FAM-RBF is significantly larger than 

all the compared NNs. Also, the testing accuracy of FAM-RBF (99.24%) is larger than the compared NNs. 

The compared neural networks do not have training phase therefore there is no training accuracy reported. 

The training phase of FAM-RBF which is a phase to learn from the harmonic current classification, has 

improved its testing accuracy. This result has confirmed that the FAM-RBF is suitable to classify type of 

consumer based on harmonic current.  
 

 

Table 3. Average Accuracy Rates for Harmonic Current Dataset 
Neural Network Accuracy Number of hidden neurons 

Training Testing 

FAM-RBF 99.68 99.24 307 

IGART N/A 98.92 16 

FAM N/A 98.79 15 

SVM N/A 98.92 204 
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The number of hidden neurons of IGART in Table 3 is noted after pruning. The testing accuracy of 

IGART is 0.32% lesser than the testing accuracy of the proposed FAM-RBF, yet the number of hidden 

neurons of IGART is significantly 291 more than the proposed neural network. In real-world application,  

a NN is expected to have small number of hidden neurons. Dataset which consists of noise or redundant data, 

are unwanted by the user. The hidden neurons which are generated by both unwanted data, have to be 

removed by the NN. A large NN with abundant of hidden neurons due to overtraining is not welcomed and 

recommended in the application of NN [24-25]. During the training phase of FAM-RBF, its hidden neurons 

are generated as required by the presented data. A lot of hidden neurons were generated because the structure 
of the hidden neurons is sensitive to the sequence of presentation of data. Overlapping can occur easily due to 

the sequence presentation of data, and cause the NN to be overfitting. A further work has to be carried out to 

solve this overlapping problem.  

The proposed model does not have a good knowledge learning model to solve overfitting problem. 

Specifically, this dataset is a complicated multi-class dataset because it had experienced two normalization 

process before dataset is presented to the proposed neural network. As a result, the computation time and cost 

are increased. Also, the selection of hidden neurons become complicated and tough. The right selection of 

learning model is important in NN to ensure the NN recognize and learn all the features of dataset. It may 

cause the NN to be underfitting or overfitting [26]. The technique to select an exact learning model for a NN 

is an exciting topic to be further studied in this research.  

A further study on pruning unused hidden neurons without falling the both training and testing 

accuracies should be carried out. This pruning technique is aimed to reduce the complexity and computation 
cost of the neural network without a drastically change on its both training and testing accuracies.  

This technique can be either used during or after the training phase of proposed neural network.  

 

 

4. CONCLUSION 

This paper has proposed and exemplified the proposed FAM-RBF neural network can classify the 

types of consumers based on the Harmonic Currents Dataset that consolidated in Malaysia. The FAM is used 

to train the proposed neural network and facilitate the generation of RBF hidden neurons. When the RBF 

neural network is built, it is used to predict outputs. Both promising training and testing accuracies of 

proposed FAM-RBF neural network has shown that it is capable to handle multi-class classification.  

Its testing accuracies were compared with other neural networks. The testing accuracy which is 
higher than the compared neural networks. This neural network has contributed to its interpretability as a 

suitable neural network to classify type of consumer based on the generated harmonic current generate a high 

accuracy with its high accuracy. In addition, the number of hidden neurons of FAM-RBF neural network is 

significantly larger than the compared neural networks. Some further studies can be done to strike a balance 

between accuracy and interpretability of the proposed neural network to solve this problem. The way to 

reduce the number of hidden neurons, complexity and computation time, and improve the performance of 

FAM-RBF should be further studied. Besides, the proposed neural network should be applied in other 

regression and multi-class classification cases to test its interpretability.  
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