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 This paper presents the Least Mean Square (LMS) noise canceller using 
uniform poly-phase digital filter bank to improve the noise can-cellation 
process. Analysis filter bank is used to decompose the full-band distorted 

input signal into sub-band signals. Decomposition the full-band input 
distorted signal into sub-band signals based on the fact that the signal to 
noise ratio (S/N) is inversely proportional to the signal bandwidth. Each sub-
band signal is fed to individual LMS algorithm to produce the optimal sub-
band output. Synthesis filter bank is used to compose the optimal sub-band 
outputs to produce the final optimal full-band output. In this paper, m-band 
uniform Discrete Fourier Transform (DFT) digital filter bank has been used 
because its computational complexity is much smaller than the direct 

implementation of digital filter bank. The simulation results show that the 
proposed method provides the efficient performance with less and smooth 
error signal as compared to conventional LMS noise canceller. 
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1. INTRODUCTION 

The In the adaptive noise cancellers, least mean square (LMS) algorithm is widely used due to its 

extreme simplicity [1-5]. The concept of decomposition of the full-band signal into a number of sub-band 

signals is recently adopted to improve the convergence rate of the least mean square adaptive filter. 
Decomposition of full-band signal into a number of sub-band signals greatly reduces the noise level in the 

output signal and increases the update rate of the adaptive filter [6-8]. In addition, using decomposition of the 

full-band input signal into sub-band input signals in the adaptive cancellation systems will reduce the 

computational expenses in design of these systems [2, 9-10].  

A number of sub-bands adaptive filtering methods have been proposed to improve the adaptation 

process [11-15]. In critical sample filtering method, the presence of aliasing distortions requires the use of 

adaptive cross filter between sub-bands [16] as long as the distorted input signal is not band-limited signal 

[17]. The adaptive systems that use cross adaptive filters generally converge slowly and have high 

computational expenses [18-19]. With gap filter banks method, a significant signal distortion is produced. To 

avoid aliasing distortion associated with the use of critical sample filtering, oversampled filter banks method 

has been proposed [20-21]. This method needs higher computational requirements than critical sample 

filtering method.  
In addition, the oversampled filter banks themselves color the input signal. These problems can be 

related to the fact that oversampled sub-band inputs will generate an unstable correlation matrix [22] which 
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leads to the divergence from the optimal output. A pre-emphasis filter for each sub-band is suggested [23] to 

treat the slow convergence in the systems that use the cross adaptive filter method; however this method has 

a complexities and limitations in its implementation such as power dissipation and cost.  

The aim of this paper is to improve the performance of least mean square LMS adaptive filter. This 

improvement is done by decomposition the full-band input signal into sub-band input signals by using poly-

phase digital filter bank [24-25] to reduce the noise level that associated with the input signal. 

The paper is organized as follows. In the next section, the general algorithm of the Poly-phase 

Digital Filter Bank is described. Section 3 briefly discusses the general technique of LMS Adaptive noise 

canceller system. Section 4 discusses the implementation of proposed technique for noise canceller system. 

The technique is Improved LMS Adaptive Noise Canceller (ILMS) is implemented by using uniform DFT 
digital filter bank, based on decomposition of the full-band distorted signal into sub-band signals. Section 5 

discusses the performance of the proposed ILMS and compared with existing of LMS Adaptive noise 

canceller system. The conclusion of this paper is summarized in the last section. 

 

 

2. POLY-PHASE DIGITAL FILTER BANK 

Poly-phase digital filter bank consists of analysis filter bank and synthesis filter bank. Analysis filter 

bank is used to decompose the noisy full-band signal into improved sub-band signals. Synthesis filter bank is 

used to compose the improved sub-band signals into improved full-band signal.Tables and Figures are 

presented center, as shown below and cited in the manuscript.  

 

2.1.   Analysis Filter Bank 

The sub-filters 𝐻𝑘(𝑧) in the analysis filter bank are the analysis filters. This filter is used to 

decompose the full-band discrete input signal x[n] into sub-band discrete signals 𝑦𝑘[𝑛] that has a portion 

from the input full-band. Hence, let  𝐻0(𝑧) represent a causal low-pass digital filter with real impulse 

response  ℎ0[𝑛] then: 

 

𝐻0(𝑧) = ∑  ℎ0[𝑛]𝑧−𝑛∞
𝑛=∞  (1) 

 

The filter  𝐻0(𝑧) is assumed to be Infinite Impulse Response (IIR) without any loss. Assume this 

filter has a pass-band edge frequency 𝜔𝑝 and stop-band edge frequency 𝜔𝑠 around 𝜋/m, where m is some 

arbitrary integer. Hence, consider the transfer function 𝐻𝑘(𝑧) of the causal low-pass digital filter whose 

impulse response is ℎ𝑘(𝑛)such that: 

 

ℎ𝑘[𝑛] =  ℎ0[𝑛]𝑒
𝑗2𝜋𝑘𝑛

m  =   ℎ0[𝑛]𝑊m
−𝑘𝑛  (2) 

 

where  𝑊m = 𝑒
−𝑗2𝜋

m  , m discrete Fourier transfer function (DFT), thus: 

 

 𝐻𝑘(𝑧) = ∑  ℎ𝑘[𝑛]𝑧−𝑛∞
𝑛=∞ = ∑  ℎ0[𝑛]𝑧−𝑛∞

𝑛=∞ 𝑊m
−𝑘𝑛  = ∑  ℎ0[𝑛](𝑧∞

𝑛=∞ 𝑊𝑚
𝑘)−𝑛   (3) 

 

where k=0,1,…,m-1  

 

As shown in (3) can be written as: 

 

𝐻𝑘(𝑧) = 𝐻0(𝑧𝑊m
𝑘) , k=0,1,…,m-1 (4) 

 

Then, the corresponding frequency response is: 

 

 𝐻𝑘(𝑒
𝑗𝜔) = 𝐻0 (𝑒𝑗(𝜔 − 

2𝜋𝑘

m
 )) , k=0,1,…,m-1 (5) 

 

As shown in (5) states that the frequency response of 𝐻𝑘(𝑧) is obtained by shifting the response of 

 𝐻0(𝑧) uniformly to the right-hand by 2𝜋k/m. Therefore, this analysis filter bank is said to be uniform 

analysis filter bank. Now, the low-pass filter transfer function 𝐻(𝑧) can be represented in its even and odd 

coefficients. Hence, for 2-band (m=2) poly phase filter.  
 

𝐻(𝑧) = ∑ ℎ[2𝑛]𝑧−2𝑛 + 𝑧−1∞
𝑛=0 ∑ ℎ[1 + 2𝑛]∞

𝑛=0 𝑧−2𝑛 (6) 
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Or,  

 

𝐻(𝑧) = 𝐸0(𝑧
2) + 𝑧−1𝐸1(𝑧

2) (7) 
 

where: 

 

𝐸0(𝑧) = ∑ ℎ[2𝑛]𝑧−𝑛∞
𝑛=0  , 𝐸1(𝑧) = ∑ ℎ[1 + 2𝑛]∞

𝑛=0 𝑧−𝑛 (8) 

 

Hence 𝐸(𝑧) can be generalized for m-band to be,  
 

𝐸ℓ(𝑧) = ∑ ℎ[ℓ + m𝑛]𝑧−𝑛∞
𝑛=0  , ℓ = 0, 1,… , m − 1  

 

Therefore,  

 

𝐻(𝑧) = ∑ 𝑧−ℓm−1
ℓ=0 𝐸ℓ(𝑧

m) (9) 

 

And thus: 

 

𝐻0(𝑧) = ∑ 𝑧−ℓm−1
ℓ=0 𝐸ℓ(𝑧

m) (10) 

 

Substitute 𝑧 = 𝑧𝑊m 
𝑘  in (10) and use (4) yield,  

 

𝐻𝑘(𝑧) = ∑ 𝑧−ℓm−1
ℓ=0 𝑊m

−𝑘ℓ𝐸ℓ(𝑧
m𝑊m

𝑘m) (11) 

 

But the identity  𝑊m
𝑘m = 1 with k = 0,1,…., m -1, then,  

 

𝐻(𝑧) = ∑ 𝑧−ℓm−1
ℓ=0 𝑊m

−𝑘ℓ𝐸ℓ(𝑧
m), 𝑘 = 0, 1,… , m − 1 (12) 

 

As shown in (12) can be written in matrices form a,  
 

[
 
 
 
 
 
 
 
 

 

𝐻0(𝑧)

𝐻1(𝑧)

𝐻2(𝑧)

⋮

𝐻(m−1)(𝑧)

 

]
 
 
 
 
 
 
 
 

 =  

[
 
 
 
 
 
 
 
 
1 1 1 ⋯ 1

1 𝑊m
−1 𝑊m

−2 … 𝑊m
−(m−1)

 1 𝑊m
−2 𝑊m

−4 … 𝑊m
−2(m−1)

⋮ ⋮ ⋮ ⋱ ⋮

1 𝑊m
−(m−1)

𝑊m
−2(m−1)

⋯ 𝑊m
−(m−1)2

 

]
 
 
 
 
 
 
 
 

 

[
 
 
 
 
 
 
 
 

 

𝐸0(𝑧
𝑚)

𝑧−1𝐸1(𝑧
𝑚)

𝑧−2𝐸2(𝑧
𝑚)

⋮

𝑧−(𝑚−1)𝐸𝑚−1(𝑧
𝑚)

 

]
 
 
 
 
 
 
 
 

  (13) 

 

Then, by matrices notation as shown in (13) will be written as 

 

H = DE  (14) 

 

where: H is the k-th filter matrix for obtaining k-th sub-band transfer functions of full-band transfer 

function, D is m × m discrete Fourier transfer function (DFT) and E is the ℓ-th poly-phase component of the 
filter matrix H.  

 

2.2.   Synthesis Filter Bank 
Synthesis filter bank is used to compose the sub-band signals which are produced from the analysis 

filter bank into full-band signal. Hence, from (14) the synthesis filter bank will be,  

 

𝐄 = 𝐃−𝟏𝐇  (15) 
 

where 𝐃−𝟏 is the inverse of the DFT matrix (IDFT). 
 

Figure 1 shows the implementation of the uniform DFT analysis and synthesis filters bank. The 

uniform DFT filter bank implementation is efficient and its computational complexity is much smaller than 
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the direct implementation because the implementation of m-band uniform DFT filter bank of N-tap low-pass 

filter requires a total of ( 
m

2
𝑙𝑜𝑔2m + N) multipliers, while the direct implementation requires  

(Nm) multipliers. 

 

 

  
(a) (b) 

 

Figure 1. (a) Analysis filter bank and (b) Synthesis filter bank 

 

 

3. LMS ADAPTIVE NOISE CANCELLER 

LMS adaptive noise canceller adjusts the coefficients of the adaptive system to minimize the error 

between the desired signal and the error signal. LMS adaptive noise canceller involves simple computational 

resources and simple implementation but it is slowly converges from the optimal output. The weights update 

equation of the LMS adaptive noise canceller is given as: 

 

𝐖(𝑛 + 1) = 𝐖(𝑛) + 𝜇𝑒(𝑛)𝐗(𝑛)  (16) 

 

where: μ is a fixed step size of the adaptive system and it is used for control the convergence speed, 

W(n) and W(n+1) is the vectors weights at the instants 'n' and 'n+1' respectively, e(n) is the error between the 

desired signal and the output signal and X(n) is the input signal. The boundaries of the step size μ is given as: 

 

0 < 𝜇 <
2

 λ𝑚𝑎𝑥
  (17) 

 

Where 𝜆𝑚𝑎𝑥 is the maximum Eigen value of the input correlation matrix. These boundaries will 

limit the misadjustment M of the LMS adaptive noise canceller which is given by: 

 

𝑀 =
 𝜇𝐿𝜎𝑥

2 

2
  (18) 

 

where L is the number of Eigen values and  𝜎𝑥
2 is the power of the input signal [1].  

 

Misadjustment is a standard of the LMS adaptive noise canceller performance. Therefore, it should 

be kept as small as possible to reduce the excess in the mean square error at the steady-state. Hence from (18) 

it is noticed that larger step size for larger convergence speed, larger misadjustment and thus larger excess in 

the mean square error.  

In this paper, the decomposition technique of the full-band distorted input signal into sub-band input 

signals is proposed to reduce the noise level associated with the input signal based on the fact that the noise 
level of a noisy signal directly proportional with the bandwidth of this signal. This decomposition is done by 

the analysis digital filter bank that has been derived above. Each sub-band signal that has low level of noise is 

fed to an individual LMS algorithm to minimize the error between the desired signal and the error signal. The 

aim of this decomposition process is to reduce the noisy adaptation process which is caused by the noisy 

gradient of the instantaneous mean square error that directly proportional with the noise level. 

 

 

4. IMPROVED LMS ADAPTIVE NOISE CANCELLER (ILMS) 

The performance improvement of the LMS adaptive noise canceller which is implemented by using 

uniform DFT digital filter bank, based on decomposition of the full-band distorted signal into sub-band 

signals. This decomposition will greatly reduce the level of the noise density associated with the desired 
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signal. The purpose of this process is to reduce the noisy gradient of the instantaneous mean square error in 

the LMS noise canceller that increases with increasing the bandwidth of the noisy input signal. The 

decomposition of the full-band noisy signal into sub-band signals is based on the fact that the signal to noise 

ratio is inversely proportional to the bandwidth of this signal. The decomposition process will be done to both 

input distorted signal and desired signal to implement a synchronized adaptation process according to these 

sub-band signals. 

Therefore, the sub-band signals carry a noise level smaller than the noise level of the input full-band 

distorted signal. This reduction in the noise level will increase the convergence speed of the LMS adaptive 
algorithm since it will reduce the noisy gradient of the instantaneous least mean square error. Hence, each 

sub-band signal will be fed to individual LMS adaptive algorithm to reduce the noisy adaptation process. 

Figure 2 shows the implementation of the improved LMS adaptive noise canceller where it has been 

constructed by using the uniform analysis and synthesis filters bank of m=3 where the optimal output has 

been composed from the improved sub-band signals. In Figure 2: 𝑥[𝑛] is the input distorted signal, 

𝑥0[𝑛] 𝑥1[𝑛] and 𝑥2[𝑛] are the sub-band signals of the input full-band signal 𝑥[𝑛], 𝑑[𝑛] is the desired signal, 

 𝑤0 𝑤1 and  𝑤2 are the weights that are updated by the LMS algorithm, 𝑒0 𝑒1 and 𝑒2 are the error signals 

between the desired sub-band signals 𝑑0[𝑛] 𝑑1[𝑛] and  𝑑2[𝑛] of the desired full-band signal 𝑑[𝑛] and the 

improved sub-band signals �̂�0[𝑛] �̂�1[𝑛] and �̂�2[𝑛] of the improved full-band output signal 𝑦[𝑛] respectively. 

 

 

 
 

Figure 2. The proposed structure of the ILMS adaptive noise canceller 

 

 

5. RESULTS AND DISCUSSION 

In the MATLAB simulation of ILMS adaptive noise canceller, a sinusoidal wave form was distorted 

by a band-limited white noise which has been passed through a uniform analysis filter bank to decompose its 

full-band into three sub-band signals. By each sub-band signal, the density of the white noise that associated 

with the sinusoidal signal will be reduced according to the inverse proportion between the signal to noise 

ratio and the bandwidth of this signal as shown in Figure 3. 

Figure 4 shows a comparison between the output signals and the error signals of the ILMS adaptive 
noise canceller and the LMS adaptive noise canceller. The input signal that has been used in this simulation 

is sinusoidal signal with 2Vpp and frequency of 2(rad/sec) distorted by a band-limited white noise. The 

ILMS has shown results as compared to the LMS adaptive noise canceller. 

Figure 5 compares between the graphs of the relationship between the mean square error (MSE) of 

the LMS adaptive noise canceller and the mean square error (MSE) of the ILMS noise canceller via the 

number of stages (number of sub-bands m for ILMS adaptive noise canceller and canceller length L for LMS 

adaptive noise canceller) for different step size μ. From Figure 5 it is noticed that with increasing the step 

size μ, the convergence speed will increase without increasing the misadjustment. Therefore, this method will 

solve the direct proportion problem between the step size μ and the misadjustment M that appears in (19). In 

addition, the number of the adaptation stages will be reduced such that the output MSE of the LMS adaptive 

noise canceller with L=10 is 0.007V, while with the same output MSE of the ILMS adaptive noise canceller 

m=8 as shown in Tables 1 and 2. 
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(a) 

 

(b) 

 

Figure 3. (a) Full-band limited white noise and (b) Sub-band limited white noise 

 

 

  
(a) 

 

(b) 

 

  
(c) 

 
(d) 

 

 
(e) 

 

Figure 4. (a) The input signal distorted by band-limited white noise, (b) the output signal of ILMS noise 

canceller, (c) the output of LMS noise canceller, (d) the error signal of ILMS noise canceller and (e) the error 

signal of LMS noise canceller 

 

 

  
(a) (b) 

 

Figure 5. The comparison graph between the MSE of LMS adaptive noise canceller and MSE of ILMS 

adaptive noise canceller via the number of stages, (a) at μ=0.1 and (b) at μ=0.2 
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Table 1. Mean Square Error (MSE) Of the LMS 

Adaptive Canceller Via the Canceller Length (L) 

Table 2. Mean Square Error (MSE) of the Ilms Adaptive 

Canceller Via the Number of Sub-Bands (M) 
L MSE (V) 

2 0.1260 

3 0.0323 

4 0.0219 

5 0.0166 

6 0.0133 

7 0.0120 

8 0.0093 

9 0.008 

10 0.007 
 

m MSE (V) 

2 0.0288 

3 0.015 

4 0.014 

5 0.013 

6 0.012 

7 0.01 

8 0.007 

9 0.006 

10 0.005 
 

 
 

6. CONCLUSIONS 

In this work, the ILMS noise canceller using poly-phase digital filter bank has been developed to 

overcome the noisy adaptation problem in the LMS noise canceller due to noisy gradient of the instantaneous 

mean square error. In addition, the use of poly-phase filter bank for decomposition the full-band signal into 

sub-band signals will improve the convergence speed to the optimal output. An efficient implementation of 

3-band uniform DFT poly-phase digital filter bank is used in this noise canceller. Hence, by using poly-phase 

digital filter bank with the LMS algorithm the misadjustment M of the LMS algorithm will be reduced and 

thus it will be allowed to increase the step size μ within its range to increase the convergence speed and 

overcoming the noisy adaptation problem. 
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