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 This paper covers the work done in handwritten digit recognition and the 

various classifiers that have been developed. Methods like MLP, SVM, 

Bayesian networks, and Random forests were discussed with their accuracy 

and are empirically evaluated. Boosted LetNet 4, an ensemble of various 

classifiers, has shown maximum efficiency among these methods. 
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1. INTRODUCTION  

Significant achievements have been made in the optical character recognition (OCT) technology, 

including handwritten recognition of digits. Its role is ubiquitous in real-time e-processing of the data such as 

reading the zip codes and sorting the post mails, bank check processing, e-commerce and even student 

achievement recognition, etc. [1, 2]. Considerable progress has been achieved because of the developments 

and advancements in the computational power of computers and the availability of more massive datasets 

that are used for training and testing purposes [3]. Nowadays, handwritten recognitions are even used for 

communication purposes. OCT does have the capability and power to pillar the paperless environment by 

processing the existing paper documents [4]. Handwritten digit recognition involves identifying 10 

characters, i.e., 0-9, but the input is sensitive to the environmental noise. [5, 6]. One of the foremost tasks is 

to identify the local areas for obtaining discriminating features. Various sampling techniques have been 

developed to finding these local regions [7]. Also, the datasets are even vague because the writing and 

orientation differ from person to person. It also happens sometimes; one cannot even recognize the 

handwritten characters written by himself. Other problems include slipping of the pen, letter insertion, or 

omission, which greatly complicate the task [8]. However, a typical recognition system is built to focus on 

only a subset of the problem [9].  

The most common method for building the handwritten digit recognizer is using a multi-layer 

perceptron (MLP) [10, 11] kNN and support vector machine SVM. Various other techniques were developed 

using different techniques with MLP structure. Renata F.P Neves and et al. proposed a method for 

handwritten digit recognition, which improved the efficiency rates compared to the MLP and hybrid 
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classifiers over the NIST SD19 digit database [12]. Cheng-Lin Liu and et al. combined eight classifiers and 

with ten feature vectors. They CENPARMI, CEDAR, and MNIST databases were tested. SVC with RBF 

kernel (SVC-RBF) gave the highest accuracy in most cases but on the cost of storage and computation [13]. 

A study was done in [14] showed the bundle of feature extraction techniques and were evaluated using the 

benchmark datasets available publically; the methods [15] and [16] outperformed the other methods available 

in the literature by showing the accuracy of 99.03% and 98.75% respectively. The following research 

methods are applied in the paper. 

 

 

2. RESEARCH METHOD 

2.1.  Multi-layer perceptrons 
An MLP is an artificial neural network classifier that employs the modeling of human biological 

neurons [17]. It is a feedforward network that computes the sigmoid function of the weighted sum of all the 

input neurons, as given in (1). The typical MLP looks like as given in Figure 1. 

 
 

             
  (1) 

 

 

 
 

Figure 1. Architecture of MLP 

 

 

Where    the weight of the input is,    is the input coming from the     neuron, and   is the bias. 

The sigmoid function is also called as the activation function. The classifier consists of three layers, the input 

layer, the output layer, and the hidden layer. The network is fully connected, and each layer has a certain 

number of neurons. The number of input and output neurons depends upon the attributes and the number of 

classes existing in the data set. In the case of the digit classifier, the output neurons are 10. For any M-class 

classification, the model has m outputs. On input pattern of                  
 The output of class   is 

computed by: 
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   is the number of hidden units     and     are the connecting weights of the output layer and the 

hidden layer. The MLP model is trained against a test set, and it automatically learns to adjust the weights for 

each connection [18]. The learning process used is the error back-propagation algorithm, which adjusts the 

connecting weights by minimizing the mean square error (MSE) over a set of    training examples [19]. 
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2.2.  Support vector machine (SVM) 
SVM is a supervised learning model introduced by Joachim’s and subsequently used by others. It 

attempts to find the dimensional space among all the |T|-dimensional spaces that separate the negative form 

of the positive training examples [20, 21]. It is based on Structural Risk Minimization [22-24]. High 

dimensional feature spaces, few irrelevant features (dense concept vector), and sparse instance vectors are the 

particular properties of the text acknowledged by the SVM [24]. SVMs map data to a high dimensional 

feature so that the data points could be categorized even the data is not linearly separable. Mathematical 

functions used by SVMs in IBM® SPSS® for transformation are linear, polynomial, Radial Basis Function, 

and sigmoid. SVMs undertake two important advantages for TC Joachims [21]. 

a) Term selection is often not required, as SVMs tend to be reasonably robust to overfitting and can scale 

up to considerable dimensionalities;  

b) No human and machine effort in parameter tuning on a validation set is needed because there is a 

theoretically motivated, “default” choice of parameter settings, which has also been architecture.  

There are four types of multi-class architectures using binary classifiers: one-against-rest, one-

against-one, acyclic direct graph-ADG, and unbalanced decision tree-UDT [25]. In one against rest 

architecture for distinguishing, m classes m classifiers are needed. Every classifier Ci is to be trained for 

recognizing class  . The one-against-one          classifiers are needed for each different class pair and 

are evaluated in parallel. Samples of only   and   are used to train the classifier    . When the classifier 

recognizes the sample   belonging to class   or   a vote is assigned to   or   respectively. After all the 

classifiers have classified the sample   the class which received the more votes is considered to be the class 

to which sample   belongs. Figure 2 shows all the four combinations in which SVMs can be architecture for 

the classifier. The number of classifiers needed for the four different types of multi-class architectures is 

listed in Table 1. 

 

 

 
 

Figure 2. (a) one against rest, (b) one against one, (c) cyclic direct graph, (d) unbalanced decision tree 

 

 

Table 1. Binary classifier architectures 
Architecture Number of Classifiers Classifiers used for Sample Classification 

one against one   
   

 
   

   

 
 

one against rest     

ADH   
   

 
     

UDH     
   

 
 

 

 

2.3.  Bayesian networks 

A Bayesian network           is a directed acyclic graph (DAG) with a conditional 

probability distribution (C.P. table) for each node, collectively represented by Θ. Each node     represents 

a domain variable, and each arc     between nodes represents a probabilistic dependency [26]. This 

recognition model learns the conditional probability of each attribute Ai from the class label C from the 

training data. Its performance has been proved to be competitive with state-of-the-art classifiers [27]. The 

advantages of these models are they can fit complex problems in any domain, whether continuous, discrete, 
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or mixed, with undetermined labels, partial labels, or many class variables to be simultaneously predicted 

[28]. The Bayesian classifier represented by a Bayesian network is defined as follows: 

 

                                    (4) 

 

Assuming that all the attributes are independent given the class. The conditional independence 

assumption is [30]: 

 

                         ∏        
 
     (5) 

 

The resulting naive Bayesian classifier is: 

 

                  ∏        
 
     (6) 

 

The main problem in confronting naive Bayes is its conditional attribute assumption; Naïve Bayes 

classification improves the accuracy in the domains with irrelevant or redundant attributes but not in the 

others. Thus, a variety of methods were developed for improving its efficiency; for example, the tree 

augmented naïve Bayes [29] leads to acceptable computational complexity. The other approaches used by 

Liangxia and et al. for improving its efficiency are feature selection, structure extension, local learning, and 

data expansion. The improved algorithms used are ENB, SP-TAN, LWNB (K=50), and LNB. ENB and SP-

TAN outperformed N.B. increasing the efficiency from 82.41% to 83.22 and 84.76%, respectively, in the 36 

data sets that were tested. [30]. 

 

2.4.  Random forests 
Random Forest is a term for classifier combinations, also known as Classifier Ensembles, i.e., a 

combination of Multiple Classifier Systems (MCS) to improve the reliability in comparison with individual 

classifiers [31]. The classifier uses L tree-structured classifiers                  , where   is the input, 

and Θ_k are independently identically distributed random vectors. Thus, it is said a family of methods having 

various algorithms. The four approaches proposed for building the MCPs are the design level, the classifier 

level, the feature level, and the data level [32]. The last two approaches have been used and proven 

exceptionally successful involving the Bagging technique, boosting technique, and Random subspace 

principles [32-34]. In the Random Subspace principle, each tree is grown as below: 

a) If there are   training examples in a training set, then sample   cases for the resulting training set of the 

tree at random without replacement. 

b) A number     where   is the number of features is set at each node. A subset of the   is 

chosen at random, and among them, the best split is selected. 
c) Each tree is grown to its maximum size and unpruned. 

The algorithm works on two parameters   and  ;  : number of trees in the forest and   features that 

are preselected for the splitting process. Many researchers have used R.F. Bermin [35] split at each node is 

done according to the linear combinations of the features instead of a single one. Robnik [36] improved the 

combination process by introducing the weighted voting method. Boinee et al. introduced Meta Random 

Forests; it consisted of R.F. as base classifiers for combination techniques. In almost many algorithms, the 

number  ; no of trees in the forest has been arbitrary chosen equal to 100. Bermain chose              
without explaining the reason.  

Simon Bernard et al. [31] experimented on MNIST dataset and tried to explain the parametrization 

influence for the R.F. The number   of features randomly selected in the Forest-RI process has to be greater 

than 1, but its value can not be too high as the accuracy tends to converge with increasing but stops as 

    . All curves for values       begin to rise and are constant till the value of      and then start 

to decrease and reach a minimum at     , which could be because too many features preselected makes 

the diversity decrease between trees in forests. The more the features are randomly selected, the more the 

trees are identical to each other. Recognition rates with respect to   and   are shown in Figure 3, and we can 

conclude that in the tree inducing process, rather than randomly choosing the splitting tests, then we should 

implement some selection measure. The recognition rate maxima in the experiment conducted by the Simon 

[31] in case of handwritten digit recognition, the maxima recognition rates are reached in the area defined by 

the intervals [100, 300] for   and [5, 20] for  . 

 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 21, No. 1, January 2021 :  574 - 581 

578 

  
(a) (b) 

 

Figure 3. Recognition rates with respect to   and   [31] a) Recognition Rates wrt  ,  

b) Recognition Rates wrt   

 

 

3. RESULTS AND DISCUSSION 

MLPs are efficient classifiers for the multi-class problem, but using a back-propagation algorithm as 

the learning algorithm is a disadvantage because the algorithm could stop at a local minimum. However, a 

momentum strategy could be used for escaping the local minimum, but then it overfits the weights, thus 

decreasing the generalizing capability [37]. Figure 4 shows the various types of MLPs used by the various 

researchers [3] for digit recognition. The y-axis is the error percentage, and the x-axis represents the different 

types of classifiers used. Comparison of different classifiers, as shown in Table 2. 

 

 

 
 

Figure 4. Classifiers with their training time, error, and recognition rates 

 

 

It is evident that to access a meager error rate, and there is a need for lots amount of time to be spent 

by the model for training, i.e., lots of data was provided for the training purpose. It is seen with increased 

accuracy, and there is a proportional increase in training time. It follows the simple rule with the more 

experience that you learn more [38]. 

 

 

Table 2. Comparison of different classifiers 
Method Error Rate (%) Training (Weeks) Recognition Time (S) 

Baseline linear Classifier 8.4 0.07 0.01 
Baseline nearest neighbor (k=3) 2.4 0 1 

LetNet1 1.7 0.5 0.015 
LetNet4 1.1 2 0.03 

Fully connected multi-layer neural networks 1.6 1 0.1 

Boosted LetNet4 0.7 5 0.05 

 

 

Best margins of separation between any two classes are found by the SVM thus, considered as the 

best binary classifier. It finds the best or optimal liner function that separates the classes. Renata F.P et al. 
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used an SVM based recognizer that uses 45 SVMs for classification because the SVM is a binary classifier, 

and there are ten output classes for this problem, so the architecture must be composed of 45 SVMs to 

compare for all the combinations. The hyperbolic tangent function is used as an activation function and 

gradient descent algorithm for learning. The method showed better performance on the NSID SD19 dataset 

than MLP, 10 SVMs, and Bellilli-MLP+15/45 SVM. The error rate is reduced to 2.06 %. Comparison of 

error rates of different classifiers, as shown in Figure 5. 

 

 

 
 

Figure 5. Comparison of error rates of different classifiers 

 

 

Kandming Liu proposed a model on a Bayesian network with the concavity feature and 

classification and association rules for digits to select more features that effectively achieve a more accurate 

result. The training sample consisted of 600 single digit samples selecting 20 non-overlapping digit samples 

for test and attained the accuracy of 65.07 total percent and 34.93% of false rate on 200 samples. Breiman 

proposed a model in [35] called Forest-RC, where at each node, a split is done based on the linear 

combination of features, which allows the dealing with the cases having only a few inputs supplied. For 

similarity evaluation, the accuracies on similar inputs were examined, so to remove from the vote that shows 

the lowest values.  

Robert in [36] improved the combination process due to original Forest-RI by introducing the 

weighted voting method to take into account a restricted subset of the classifier outputs based on the 

individual accuracies of the similar instances. Another method for R.F. is called Meta Random. Boniee et al. 

proposed Forests [39] in which R.F. as a base classifier of combination techniques were used. None of the 

methods can be proven to be superior to others in terms of accuracy, plus they have not given experimental 

work from a practical point of view. It could be seen in these methods some of the parameter values were 

commonly used like L. The number of trees in forests was fixed to 100. Bernard et al. [40] tried to 

understand the roles of the parameter values on the behavior of R.F. Concerning the increase in the number 

of trees, the accuracy of R.F. converges, and the increase in the recognition rate slows down after 100 trees, 

and the increment was logarithmic. They confirmed that the tree inducing process should implement a 

splitting selection measure rather than randomly choosing splitting tests. However, it can be seen that the 

recognition rate does not increase beyond 93.51%. 

 

 

4. CONCLUSION 

Handwritten digit recognition is a significant field, much progress has been made, and many 

techniques have been developed. The boosted LeNet 4 method performs the best with the accuracy of 99.3% 

and is the best among the methods that have been studied in this paper. The only tradeoff is the training time, 

which is very large and is about five weeks. The operational/actual recognition time is 0.05 ms. 
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