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 In this paper, two Meta-heuristic techniques; namely Ant Colony 
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used to solve multimodal optimization problem in Infinite Impulse Response 
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1. INTRODUCTION  

Filters are frequency selective circuits that allow the passage of certain frequencies and block the 

others. They can be either digital or analog. Digital filters use digital processors to perform mathematical 

calculations on the sampled values of the signal in order to perform the filter process. A computer or  

a dedicated Digital Signal Processor (DSP) could be used implementing digital filters. On the other hand,  

to perform the filtering operation, the analog filters use electronic components such as capacitors, resistors, 
operational amplifiers, transistors, etc. These types of filters are mainly used in the telecommunication field 

for noise reduction, signal enhancement, etc. 

The conventional approach to filter design is to find the transfer function that satisfies the response 

specification, and to implement this transfer function in one of the standard circuit structures. In many cases, 

this approach is inadequate, and optimization is re-quired. The need for this optimization can arise in the case 

of computational complexity for digital filters and component selection in analog filters. Nowadays,  

Meta-heuristics based methods are widely used. Such techniques lead to solve real-world problems within  

a reasonable amount of time [1]. 

The complexity of IIR digital filter design lies to two major prob-lems, the first one is the filter can 

become unstable if the poles move outside the unit circle during the adaptation process and to deal with this 

problem, the parameter space is limited [2], the second issue is their error surface which is usually multi-
modal. In that case, conventional gradient-based methods fail to attain the global minimum and can easily 

converge towards local minima of error surface [3]. Consequently, an efficient search method based on  

a global search process must be used to overcome this problem. 
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In the literature, various Meta-heuristic algorithms have been proposed to avoid IIR filter design 

problems. These algorithms include Genetic Algorithm (GA) [4], the Simulated Annealing (SA) [5], Particle 

Swarm Optimization (PSO) [6], Cat Swarm Optimization (CSO) [7], Differential Evolution Algorithm [2], 

Artificial Bee Colony (ABC) algorithm [8] and modified-interior search algorithm with Lèvy flight [9]. 

In the case of analog filters, to reduce costs and make the design faster, the selection of passive 

circuit components in active filter design is done from different manufactured series (E12, E24, E48, E96, 

and E192). To obtain the desired amplitude response, but this selection is difficult because of the number of 

possible filter combinations. In the literature, various Meta-heuristics were used for optimal design of analog 
circuits such as, Simulated Annealing (SA) [10], Genetic Algorithms (GA) [11], Tabu Search (TS) [12], 

Particle Swarm Optimization (PSO) [13], Ant Colony Optimization (ACO) [14-16] and Artificial Bee Colony 

(ABC) [17-18]. In this paper, we propose to apply two different Meta-heuristics, namely, the Ant Colony 

Optimization (ACO) and the Genetic Algorithm (GA), to solve the multimodal optimization problem in IIR 

filter design and for the optimal sizing of the analog filter considering two objectives functions, the mid-

frequency and the selectivity factor. 

The remainder of the paper is structured as follows: The second section presents an overview of the 

ACO and GA techniques. The third section deals with the application of those techniques for the optimal 

design of analog and digital filter. The fourth section is devoted to the comparison of the performances of the 

two proposed techniques. Finally, the last section summarizes the main results of the work. 

 

 

2. ACO AND GA TECHNIQUES: AN OVERVIEW 

2.1.  The ant colony optimization 

ACO is a Meta-heuristic developed in order to solve difficult optimization problems. It has been 

inspired by the foraging behavior of real ant colonies. The ACO algorithm was introduced by Macro Dorigo 

and al. [19], and it was successfully applied to solve the traveling salesman problem (TSP) [20], vehicle 

routing problem [21], clustering [22]. For solving such problems, ants select the vertex to be visited based 

upon the random proportional rule [19, 23]. Suppose ant k is in vertex i, and then the probability of choosing 

the next vertex j is given by (1): 
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Where k
iJ is the set of neighbors of vertex i of the thK ant, ijτ  is the amount of pheromone trail on edge (i, j), 

 and   are parameters that determine the relative influence of the pheromone trails and the visibility value, 

i.e. ijη  , which expression is given by (2): 
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The ijd
 
is the distance between vertices i and j. 

After all ants have completed a tour, the pheromone trails are up-dated. The update follows this rule: 

 

( )             ∑ τΔ+τ.ρ-1=τ m
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where ρ is the evaporation rate, m is the number of ants, and )t(τΔ k
ij  is the quantity of pheromone laid on 

edge (I, j) by ant: 
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Q is a constant and kL is the length of the tour constructed by ant k. 

As shown in Figure 1 the procedure of the ACO technique through the following flowchart: 

 

 

Random initialization of the 

pheromone value

For each 
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Figure 1. Flowchart of the ACO technique 

 

 

2.2.  The genetic algorithm 

The GA finds their origins in the biological processes of survival and adaptation. Its principle 

consists of sampling a population of potential solutions. A population of individuals is, initially, randomly 

generated. The GA performs then operations of selection, crossover and mutation on the individuals, 

corresponding respectively to the principal of survival of the fittest, recombination of genetic material and 

random mutation observed in nature [24]. The optimization process is carried out through the generation  

of successive populations until a stop criterion is met. 

The flowchart in Figure 2 provides an overview of a GA procedure [24]. 
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Define cost function, cost, variables

Select GA parameters

Mating

Select mates

Find cost for each chromosome

Convergence Check 

Generate initial population 

Mutation

done
 

 

Figure 2. Flowchart of the GA 

 

 

There are therefore 6 elements necessary for the running of the GA [24]: 

1. We begin the process of fitting the problem to a GA by defining a chromosome as an array of variable 

values to be optimized. 

2. The user must fix a priori the sizing parameters of the algorithm, in particular, the size of the population 

and the number of generations (which is very often used as a condition for stopping the algorithm). 

3. Then the Generation of the initial population (set of possible solutions) can be random or from known 

approximate solution(s). 
4. Each chromosome has a cost found by evaluating the cost function f at the variables. The higher this 

cost, the greater is the chance of an individual (solution) being selected for reproduction. 

5. Now is the time to decide which chromosomes in the initial population are fit enough to survive and 

possibly reproduce offspring in the next generation, the costs and associated chromosomes are ranked 

from lowest cost to highest cost. The rest die off.  

6. Then recombination/reproduction is achieved through two genetic operators, namely crossover and 

mutation. 

a) The crossover combines (mates) two chromosomes (parents) to produce a new chromosome 

(offspring). The idea behind crossover is that the new chromosome may be better than both of the 

parents if it takes the best characteristics from each of the parents. 

b) Mutation is usually considered as an auxiliary operator to extend the search space and causes release 

from a local optimum when used cautiously with the selection and crossover systems. 
Operations of selection, crossover, and mutation are repeated until a favorable number of 

individuals for the new generation are created, and the objective function is calculated again for all of the 

individuals in the new generation. The best individual in the new generation according to its fitness is kept to 

continue to the next generation. Thus, the fitness of the entire population will be decreased with the 

reproduction of the generation. 
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3. APPLICATION TO THE ANALOG AND DIGITAL FILTER DESIGN 

3.1.  The analog filter: second order sallen-key active band-pass filter 

The Sallen-Key circuit has the advantage that the quality factor (Q) can be varied via the inner gain 

(G) without modifying the mid-frequency (fm). A drawback is, however, that (Q) and the gain (Am) at the 

mid-frequency (fm) cannot be adjusted independently [25]. A circuit diagram for second-order Sallen-Key 

band-pass filter is shown in Figure 3. 

 

 

 
 

Figure 3. Schematic diagram of 2nd order Sallen-Key active band-pass filter 

 

 

The general transfer function for a second-order band-pass filter is: 
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The Sallen-Key bandpass circuit in Figure 3 has the following transfer function: 
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Through coefficient comparison with (5), obtain the following equations: 
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Inner gain:           
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Gain at fm:           
G-3

G
=Am  (9) 

 

Filter quality:           
G-3

1
=Q  (10) 

 

The mid-frequency (ωm) and the selectivity factor (Q) of the filter, depend only on the values  

of the passives components, the specifications for the desired bandpass filter are ωm = 6.28 k rad/s  

(fm = 1 KHz) and Q = 10. 

In order to generate ωSK and QSK approaching the specified values; the values of the resistors and 

capacitors should be carefully selected. For this, we define the Total-Error (TESK) which expresses the offset 

values, of the mid frequency and the selectivity factor, compared to the desired values, by: 
 

SKSKSK QΔ5.0+ωΔ5.0=TE  (11) 
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Where: 
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The aim is to obtain the exact values of design parameters (R, R1, R2 and C) which equate the Total-

ErrorSK (TESK) to a very close value to 0. The decision variables are the resistors and capacitors forming the 

circuit. Each component must have a value of the standard series (E12, E24, E48, E96, and E192). 

 

3.2.  Digital filter: IIR filter 
IIR filters have been highly preferable in real world applications; namely, in system identification 

since an IIR filter can meet the desired performance levels. Therefore, in the simulation study, one adopts a 
system identification perspective to the IIR filters design. The principal task in system identification in this 

study is to vary the coefficients of the adaptive IIR filter iteratively using ACO and GA algorithms unless and 

until the filter’s output signal is matched to the output signal of the unknown system when the same input 

signal is applied simultaneously to both the adaptive filter and unknown system under consideration.  

The Basic block diagram for system identification using an adaptive IIR filter is shown in Figure 4. 
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Figure 4. Block diagram of system identification 

 

 

Consider the IIR filter with the input-output relationship given by [2, 8]: 
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Where x(k) and y(k) are the input and the output of the filter, respectively, M is the filter’s order, 

(i=1,2,…,M) and (i=0,1,…,L) are the filter coefficients. The transfer function of this IIR filter can be written 

as follows: 
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Then an IIR filter design can be considered as an optimization problem with the Mean Square Error (MSE) 

between the output of the unknown system and the designed filter. The objective function is expressed as 

follow [2]: 
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where: 

N is the number of input samples to be used. The design goal is to minimize the objective function )(J w by 

adjusting the filter coefficient vector w represented as: T
M10L10 ]...aaa ...bb[b=w

 
 

 

4. RESULTS AND COMPARISON 

In order to carry out the comparison of the algorithms in similar conditions, the values of similar 

control parameters of the algorithms were chosen to be equal to each other; for example, population size and 

generation number rate. Table 1 shows the control parameter values used for the two algorithms in digital and 

analog filters design. 

 

 

Table 1. The ACO and GA parameters 

Parameters 
 Analog filter  Digital filter 

 ACO GA  ACO GA 

Population size  800 800  200 200 

Iteration cycles  1000 1000  500 500 

Evaporation rate (ρ)  0.1 –  0.1 – 

Quantity of deposit (Q)  0.4 –  0.4 – 

Pheromone Factor (α)  1 –  1 – 

Heuristics Factor (β)  1 –  1 – 

q0  0.2 –  0.2 – 

Crossover  – Two Point Crossover  – Two Point Crossover 

Mutation rate  – 0.0001  – 0.001 

Selection probability  – 50%  – 50% 

 

 

4.1.  Second order sallen-key active band-pass filter result 
The optimal values, linear and those following the different series of resistors and capacitors 

forming the studied filter and the performance associated with these values using the ACO and the GA 

techniques are shown in the following Tables 2-3. 

 

 

Table 2. Values of the components and related filter performance for the ACO 
 Linear Values E12 E24 E48 E96 E192 

R1(KΩ) 25.20 27.00 24.00 24.90 24.90 25.20 

R2(KΩ) 47.88 47.00 47.00 48.70 47.50 48.01 

R (KΩ) 45.50 47.00 47.00 46.40 45.64 45.30 

C (nF) 3.50 3.30 3.60 3.48 3.48 3.48 

𝛥ωSK 0.00009 0.0267 0.0589 0.2571 0.0026 0.0101 

𝛥QSK 0.00000 0.6143 1.4000 1.2636 0.0826 0.0544 

TESK 0.000045 0.3205 0.7294 0.7603 0.0426 0.0322 

 

 

Table 3. Values of the components and related filter performance for the GA 
 Linear Values E12 E24 E48 E96 E192 

R1(KΩ) 24.809 27.00 24.90 24.90 24.90 24.90 

R2(KΩ) 47.138 47.00 47.00 46.40 47.50 47.00 

R (KΩ) 02.618 02.70 02.61 02.61 02.61 02.61 

C (nF) 60.82 56.00 62.00 61.09 60.40 61.20 

𝛥ωSK 5.6×10
-5
 0.0531 0.0488 0.0144 0.0101 0.0031 

𝛥QSK 0.00036 0.6143 1.4000 0.2676 0.0826 0.1107 

TESK 0.00021 0.3337 0.7244 0.1410 0.0464 0.0569 

 

 

According to the results, we notice that the ACO algorithm achieved the smallest design error than 

GA for linear values and for E192 series. The following Figure 5 shows the PSPICE simulation of the filter 

gain for the second order Sallen-Key active band-pass filter. The practical mid frequency using the ACO and 

GA is equal to 1 KHz. Table 4 shows the comparison between the theoretical values and those practices for 

the error on the mid frequency for the optimal results; we notice that the practical value is equal to 0 for both 
algorithms, and that proved the validity of the proposed techniques. 
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Figure 5. Frequency responses of second order Sallen-Key active band-pass Filter for the ACO and GA 
 

 

Table 4. Comparisons between the theoretical and practices for the error on the mid-frequency 
 ∆ω 

theoretical 

∆ω 

Practical 

ACO 0.0101 0.0000 

GA 0.0031 0.0000 

 

 

4.2.  IIR filter result 
In this section, three examples are used in the simulation studies. ACO and GA algorithms are used 

for the digital filter design; the performance of the two proposed algorithms was also compared.  

For the three examples, the input x(k) was a uniform white sequence of data samples length N=50. 

Exemple 1: This example is taken from [2, 7-8]. A second order system was considered, and the filter was a 

first order IIR filter. Hence, the transfer functions are given by: 
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=

az-

b
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Exemple 2: In this example, a fifth order system was considered and the filter was a forth order IIR filter [7]. 

Hence, the transfer functions are given by: 

 

5-4-3-2-1-
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Exemple 3: This example is taken from [7]. The 3rd order system shown in (18) is modeled using a 2nd 

order filter. Hence the transfer function of the model is expressed in (19). 
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For the three examples, the search space is limited between -2 and 2. The best, the worst,  

the average and the standard deviation (SD) of the MSE values of the ACO and GA algorithms over 30 runs 

are presented in Table 5. From this table we can notice that for the first example not only the best and mean 
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values, even the worst MSE values yielded by GA are the lowest, as compared to those of ACO algorithm, 

for the two other examples, the smaller MSE and SD is achieved by using the ACO, so it is obvious that 

when the order of the filter and the system increase, the ACO become much better than GA.  

The parameter values of the filters designed with the best MSE values using the proposed 

algorithms are given in Table 6. The MSE values versus the number of iterations are plotted in Figures 6-8 

for the examples 1, 2 and 3 respectively. From these figures, we can notice that the GA converges to the 

minimum values faster than the ACO. However, the ACO algorithm achieves the smaller MSE values for 

examples 2 and 3. 

 

 
Table 5. Performance measures for the  

four examples 
Examples MSE ACO GA 

Example 1 

Best 0.0144 2.16×10
-6

 

Worst 0.0282 2.21×10
-5

 

Average 0.0205 8.46×10
-6

 

SD 0.0033 5.32×10
-6 

Example 2 

Best 4.0×10
-5
 0.0002 

Worst 6.48×10
-4

 0.1270 

Average 2.33×10
-4

 0.0076 

SD 1.59×10
-4

 0.0232 

Example 3 

Best 4.3×10
-4
 0.0019 

Worst 1.80×10
-3

 0.0040 

Average 1.04×10
-3

 0.0028 

SD 3.27×10
-4

 0.0005 
 

Table 6. Optimized parameters of the filters designed 

with the best MSE found using ACO and GA 
Examples coefficients ACO GA 

Example 1 
a 0.892 0.218 

b -0.335 0.050 

Example 2 

a1

 
-0.776 0.246 

a2

 
-0.749 -0.445 

a3

 
-0.206 0.265 

a4

 
-0.041 -0.062 

b0

 
0.106 0.106 

b1

 
0.520 0.413 

b2

 
0.976 0.494 

b3

 
0.859 0.101 

 b4

 
0.325 -0.135 

Example 3 

a0

 
-0.227 -0.205 

a1

 
-0.599 -0.582 

b1

 
-0.143 -0.185 

b2

 
-0.374 -0.372 

 

 

 

 
 

Figure 6. MSE values versus the number of iteration 

for ACO and GA algorithms (Example 1) 

 
 

Figure 7. MSE values versus the number of iteration 

for ACO and GA algorithms (Example 2) 

 

 

 
 

Figure 8. MSE values versus the number of iteration for ACO and GA algorithms (Example 3) 
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Figure 9 presents the pole-zero plots for the example 2 obtained with the filter parameters presented 

in Table 6 using the ACO (a) and GA techniques (b), the position of poles within the unit circle shows that 

the designed filters are stable. Table 7 gives a comparison between the MSE values achieved by the proposed 

algorithms and those from the literature, this comparison reveals that the ACO provides the smallest MSE 

value for example 2 and 3, and GA gives the minimum MSE for the first example. 

 

 

 
(a) 

 
(b) 

 

Figure 9. Pole-zero plot for the filter designed by ACO algorithm (a) and by GA (b) using coefficients 

presented in Table 6 (example 2) 

 

 

Table 7. Performance comparison of different reported MSE values 
Examples Reference Proposed algorithm MSE Value 

Example 1 

Panda and al.[7] CSO 0.0175154 

Karaboga [8]
 

PSO 0.0646 

Present work 
ACO 0.0144 

GA 2.16×10
-6

 

Example 2 

Panda and al.[7] 
CSO 6.9475×10

-5
 

PSO 6.93727×10
-5

 

Present work 
ACO 4.0×10

-5
 

GA 0.0002 

Example 3 

Panda and al.[7]
 

CSO 0.00139 

P. Upadhyay and al.[26]
 

FFA 8.0205×10
-4
 

Present work 
ACO 4.3×10

-4
 

GA 0.0019 

 

 

5. CONCLUSION  

In this paper, we have presented an application of the Ant Colony Optimization technique and  

the Genetic Algorithm for the optimal design of an analog filter : the second order Sallen-Key active band-

pass filter, and a digital filter : IIR filter. For the analog filter we selected the optimal values of discrete 

components from different manufactured series. The optimal sizing of the analog filters with high accuracy is 
successfully achieved, and the validity of the proposed techniques was proved via PSPICE simulations.  

For the IIR filter, the design results have confirmed the effectiveness of the proposed methods to handle 

unknown system identification problem, GA for reduced order filter and ACO for the higher one.  

The stability of the designed filters has been proved by the position of the poles using optimal coefficients. 

Then, the comparative study between the ACO algorithm and the GA affirmed that the ACO technique is 

better than the GA in term of the accuracy of results since the ACO has achieved the smallest values of the 

error design and the MSE. 
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