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 The most dangerous type of cancer suffered by women above 35 years of age 
is breast cancer. Breast Cancer datasets are normally characterized by missing 
data, high dimensionality, non-normal distribution, class imbalance, noisy, and 
inconsistency. Classification is a machine learning (ML) process which has a 
significant role in the prediction of outcomes, and one of the outstanding 
supervised classification methods in data mining is Naives Bayess 
Classification (NBC). Naïve Bayes Classifications is good at predicting 
outcomes and often outperforms other classifications techniques. Ones of the 
reasons behind this strong performance of NBC is the assumptions of 

conditional Independences among the initial parameters and the predictors. 
However, this assumption is not always true and can cause loss of accuracy. 
Hoeffding trees assume the suitability of using a small sample to select the 
optimal splitting attribute. This study proposes a new method for improving 
accuracy of classification of breast cancer datasets. The method proposes the 
use of Hoeffding trees for normal classification and naïve Bayes for reducing 
data dimensionality. 
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1.   INTRODUCTION  
Breast cancer is the second leading cancer among women worldwide [1]. The occurrence of breast 

cancer is increasing yearly due to heredity, increased life expectancy, different lifestyles, and food habits. This 

research primarily aimed at building a classification model for breast cancer classification, as well as providing 

an accurate diagnosis to physicians to provide effective treatment to save life. Thus, an efficient classification 

model can help to reduce cancer-related mortality among women. Classification is one of the best available 

data mining techniques for the prediction of outcomes from a given dataset. The NBC [2, 3] is a well-known 

supervised classifier which can be used to predict outcome from a given data set. The NBC generally exhibits 

good performance when compared to other classifiers; such performances are attributed to the simple nature, 

less computational difficulty, good prediction accuracy, and less memory-dependence of the NBC. NBC also 

outperforms other classifiers due to the assumption of independence between the predictors. However, the 

accuracy of NBC is usually lost due to this assumption of Independence and bad initialized parameters [4]. The 
presence of inter-related attributes in datasets can also affect the accuracy of NBC. Therefore, it is a tedious 

task to improve the accuracy of NBC with parameter optimization [5]. Data dimensionality is normally reduced 

using feature selection (FS) techniques. The FS technique eliminates irrelevant and redundant features from 

datasets as they have no important part to play during the classification process. Breast cancer dataset has 

762691 instances with 134 attributes; however, only 7 attributes are often involved in classification process 
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using FS technique. In this study, a novel approach of using hoeffding tree to minimize accuracy loss in NBC 

due to poor parameters initialization is proposed. Hoeffding tree (HT) constructs and analyzes decision trees 

using the Hoeffding bound. The role of the Hoeffding bounds is to determine the number of required instances 

to be executed to attain a certain confidence level. The performance of the proposed techniques was evaluated 

on the Breast Cancer Data set hosted in the UCI Machine Learning Repository.  

 The organization of this study is as follows: Section-II reviewed the previous works in this domain 

while section-III presented detailed discussions on NBC and Hoeffding tree. The explanation of the dataset 

was presented in section-IV while the implementation of the proposed method was presented in section–V. 

Section-VI presented and discussed the results of the experiments while the conclusion drawn from the study 

was presented in the last section. 
 

 

2. RELATED WORK 

Breast cancer classification has received several research interests; therefore, the study of data mining 

techniques and improving the classification of breast cancer is highly required. This section provides a brief 

review of some of the previous works related to this study. Attarodi et al. [6] presented the combination of 

Mel-frequency cepstral coefficient (MFCC) and Auto Correlation techniques in which the 1st sound range was 

separated with a high level of precision. They succeeded in using SVM equipped with RBF and Quadratic 

kernels to classify 3 groups of newborns into normal sound, murmur sound due to VSD, and murmur due to 

AS (aortic stenosis). Another study by Kavitha et al. [7] reported the development of a framework with 

numerous steps such as outlier detection and PCA-guided feature extraction. Wrapper filter was used during 
the subset features selection to ensure better results. The system presented an improved performance compared 

to the other scoring functions such as Pearson correlation and Euclidean distance coefficients.  

Shenfield et al. [8] suggested the consideration of a multi-objective approach to ANNs’ evolutionary design 

using a robust optimizer based on the novel MOEA/DDRA algorithm and incorporation of decision-maker 

preferences. Amrane et al. [4] classified breast cancer using NBC and K-nearest neighbor (KNN). They 

implemented the two methods and compared their performance accuracy using cross-validation. Sara et al. [3] 

presented the categorization and automatic classification of stromal regions with respect to their maturity; they 

proved that this classification agreed with that of skilled observers, hence, providing a quantitative and 

repeatable measure for prognostic application. They classified breast cancer stroma regions-of-interest (ROI) 

using local binary patterns and multiscale basic image features in combination with a random DT classifier.  

 

 

3. CLASSIFIERS 

Classification is a significant process in DM and in the building of learner systems. The learning 

algorithm [9] builds a classifier based on a set of instances, such as a feature set of values (x1,x2,…. ,xn) in 

which xi represents the value of feature Xi. Assume c to be the classification feature and c C ℝm as an instance 

of C. Classification aims at establishing the presence of classes with a given set of observation (for the 

unsupervised form of learning) or in a situation where there are various classes and the aim is to classify new 

observation into any of the already existing classes (for the supervised form of learning) [10, 11]. The 

classification task in this study employed the supervised form of learning. 

 

 

 
Figure 1. Data Classification 
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3.1    Naïve Bayes 

A classifier mainly aims at performing an accurate prediction of class values considering each instance 

in a set of data. The NBC [12, 13] is a supervised classification technique which depends on the Bayes’ 

Theorem to predict the class from the attributes of a dataset. 

 

 

 
 

Figure 2. Bayes Theorem 

 

 

3.2    Hoeffding Tree (HT) 

This is a recent development [14-18] in data classification which performs prediction by selecting the 

majority class at each leaf. The incorporation of Naive Bayes models at the tree leaves can improve the 

predictive accuracy of HT. However, the naive Bayes method has been outlined previously to initially perform 

better than the standard HT but is later overtaken. Hence, a hybrid adaptive approach called Hoeffding Naive 
Bayes Tree (hnbt) which performs better than the component prediction methods for both complex and simple 

concepts has been proposed. This concept of this method based on executing a naive Bayes prediction on each 

training feature, then, comparing the prediction performance with the majority class [19-25]. The number of 

times the naïve Bayes makes a correct prediction of the true class is noted (by taking counts) compared to the 

majority class. When predicting a test case, the leaf can only output a naïve Bayes prediction when its overall 

accuracy is more than the majority class, else, it will output a majority class prediction [26-28]. 

 

 

 
 

 

4. DATA SET 
Wisconsin Breast Cancer Database (WBC) was used in this study. This dataset was used because it is 

widely used in many researches. In a general sense, test results from this paper can be compared with those 

previous results. Wisconsin Breast Cancer Database (WDC) dataset was collected from the University of 

Wisconsin Hospitals, Madison by Dr. William H.Walberg in 1991. The dataset includes 699 instances and 10 

patient features, which include an instance identifier, tumor information, classes, etc. There are 16 instances 
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that contain a single missing attribute; so, these records are not considered. After deleting the missing 

information data, there are 683 instances, 65.01% (444) of them are benign cases, and 34.99% (239) of them 

are malignant cases. The statistical summary of the 9 input features is given in Table 1. 

 

 

Table 1. Wisconsin Breast Cancer Database (WBC) 
Number of 

attributes 

Description of attributes Range Mean Standard Deviation 

1 The thickness of the clump 1.0 -10.0 4.440 2.820 

2 Cell size uniformity 1.0 -10.0 3.150 3.070 

3 Cell shape uniformity 1.0 -10.0 3.220 2.990 

4 Marginal adhesion 1.0 -10.0 2.830 2.860 

5 Size of single epithelial cell 1.0 -10.0 3.230 2.220 

6 Bare nuclei 1.0 -10.0 3.540 3.640 

7 Bland chromatin 1.0 -10.0 3.450 2.450 

8 Normal nucleoli 1.0 -10.0 2.870 3.050 

9 Mitoses 1.0 -10.0 1.600 1.730 

 

 

 

 
 

Figure 3. Types of Breast Cancer 

 

 

5. IMPLEMENTATION 
Step-1: The Breast Cancer dataset in CSV is computed as the input. 

Step-2: Execute log2 normalization if the size of the dataset is >25 MB, else, resort to Min-Max 

normalization. 

Step-3: Partition the dataset into two (testing and training sets). Cross-validation was used in this 

study. 

Step-4: Differentiate the training dataset according to the class values. 

Step-5: Compute the mean and standard values for each data case according to the class values. 

Step-6: Choose the Hoeffiding tree for the first phase of classification. 

Step-7: First evaluation. 

Step-8: Forward the miss-classified sample for naïve Bayes. 

Step-9: Second evaluation. 
Step-10: Build the final model. 

Step-11: Compare the class data of test dataset to determine the prediction accuracy. Evaluate the 

computed accuracy based on the scale of 0 to 100 %. 

Step-12: Generate the predictions using this model. 
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Figure 4. The Proposed Method 

 

 

6. RESULTS AND COMPARISONS 

The proposed model was implemented on the WBC and from the achieved results, there was an 

increase in the accuracy of the Hoeffiding naïve method to 95.9943% when Step-8 was involved and about 

88.33% when Step-8 was not involved. In Step-8, the misclassified sample is forwarded for naïve Bayes and 

evaluated in the second phase. Using the same dataset, the inbuilt NBC of Matlab recorded an accuracy of 
79.09%. The merged analysis of the suggested method in comparison to the other techniques for accuracy is 

presented in Figure 8. From the results, the suggested method exhibited a lower rate of accuracy loss in the 

NBC owing to its assumption of conditional independence. Hence, the model presented in this work can 

improve the performance of NBC. The performance of the proposed approach highlighted the feasibility of 

using Hoeffiding classifier tree with naïve Bayes on breast cancer dataset. The results shown in Figures 5-8 

showed that the suggested method can reduce the rate of accuracy loss in the classification of breast cancer 

even when conditional independence is assumed. The performance of NBC was also improved by the proposed 

model in this study. 

 

 

  
 

Figure 5. False Negative Rate comparison 

 

Figure 6. Sensitivity comparison 
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Figure 7. Specificity comparison 

 

Figure 8. Accuracy comparison 

 

 

7. CONCLUSION AND RECOMMENDATION 

The accuracy of NBC is normally affected by the initial values. However, this assumption makes the 

probabilities estimation easier. In this study, the adopted separation technique improved the classifiers’ 

accuracy using the Naive Bayes technique. From the achieved results, the employed approach recorded a better 

prediction accuracy when compared to the traditional NBC in Matlab. Hence, the accuracy of NBC can be 

improved by the assumption of conditional independence. The proposed approach can classify input breast 
cancer data into benign, non-benign (malignant), or normal with a good level of specificity, accuracy, 

sensitivity, and low rate of false negatives. The major derivative from this study is that it can help medical 

experts in the diagnosis of breast cancer since early cancer detection improves the chances of survival due to 

the administration of the appropriate treatment. 

 

 

ABBREVIATIONS 

NBC: Naïve Bayes Classifier 
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