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 In this paper, the optimal sizing of CMOS RF square spiral integrated 

inductor utilizing three meta-heuristic techniques namely Ant Colony 
Optimization, Artificial Bee Colony and Differential Evolution is presented. 
The π-model is employed for the characterization of inductor behavior.  
In this optimization procedure, the geometrical parameters of the CMOS RF 
square spiral integrated inductor are considered as the design variables that 
satisfy the most important constraints such as the fixed value of required 
inductance 4nH at the operating frequency 2.4 GHz. The design of  
the integrated square spiral inductor is done with UMC 130 nm CMOS 
technology. A comparison between the used meta-heuristic techniques is 

emphasized. The optimization results are checked and validated by the mean 
of the momentum advanced design system (ADS). 
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1. INTRODUCTION  
Integrated spiral inductors are widely employed in RF integrated circuits, such as a voltage 

controlled oscillator (VCO), mixers and low noise amplifier (LNA) [1]. Yet, achieving better performances 

for spiral inductors is a designing challenge and also a critical step in the design flux. The optimization of 

inductor depends on the applications used. This may be a high quality factor Q, a small area of the device,  

or small parasitic effects, etc. To simulate and optimize the performance of spiral inductors, models of the 

latter are needed. A lot of models for spiral inductors have been proposed like the simple-π [2], T-models [3], 

double-π [4], and enhanced simple-π [5]. Over the last two decades, research on optimization methods of 

spiral inductor has oriented on the maximizing the inductor’s factor of quality (Q) for a defined operating frequency 

and inductance value [6]. Furthermore, the optimization of inductor depend strongly on their geometric parameters.  

Severals meta-heuristic techniques have been proposed in the literature, such as genetic algorithm 

(GA) [7, 8] and Differential Evolution [9-11]. Among the metaheuristics offering the best results are those 
inspired by nature. They are efficient, resourceful, and called swarm intelligence techniques (SI) [12]. SI techniques 

concentrate on animal and insects conduct for developing some meta-heuristics, namely particle swarm 

optimization (PSO) [13], artificial bee colony (ABC) [14, 15] and ant colony optimization (ACO) [16, 17].  

We concentrate in this article on the use of three meta-heuristic techniques namely Artificial Bee Colony, Ant 

Colony Optimization and Differential Evolution for the optimal sizing of RF integrated square spiral inductors.  

This paper is stuctured as follows. An overview of the used meta-heuristics is highlighted in Section 2. The inductor 

π-model and the design description by means of the ABC, ACO and DE algorithms are presented in Section 3. 

Section 4 presents the results and discussion. Finally, conclusions are given in Section 5. 
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2. DESCRIPTION OF THE USED METAHEURISTICS 

2.1. Artificial bee colony algorithm 

In 2007 D. Karabora [18] propose the artificial bee colony algorithm (ABC). This algorithm is a 

swarm intelligence based algorithm that mimics the intelligent cooperative foraging behavior of honey bees [19] and 

it is employed for solving a large variety of difficult optimization problems [20]. The ABC algorithm contains three 

groups of bees that are employed, onlooker and scout bees. Employed bees goes to search the food sources 

and return to the hive and exchange the information with onlooker bees about food sources quality and 

positions by waggle dance. Onlooker bees choose the food sources according to the dance moves. The food 

sources that been abandoned by employed bee becomes a scout and begin looking for a new food source. 

In the optimization problem, the position of the food source corresponds to a possible solution and the 
nectar amount of a food source represents the fitness of the associated solution. Moreover, the number of onlooker 

or employed bees represent the number of solutions. Initially, the ABC algorithm generates an initial population of 

SN solutions randomly. Each solution xi (1, 2,.., SN) is a vector with D elements, where SN corresponds to the size 

of employed or onlooker bees, and D is the number of design variables. The positions of the population are 

repeated until the criteria are satisfied. Each employed bee xi generates a new food source Vi by using the (1): 

 

 j j j j j
i i i ki *v x x x    (1) 

 

where kϵ{1, 2,…, SN}, jϵ{1, 2,…, D} are random indexes with i≠k, and   
 
is a random number chosen 

between [-1, 1]. After the search mechanism is completed by the employed bees, each onlooker bee chooses a 

food source according to the fitness value provided from the employed bees with a probability using the (2): 

 

i
i SN

nn 1

fit
P

fit




 (2) 

 

where      is the fitness value of the solution i. The employed bee modify the position and verify the nectar 

quantity of the candidate source. The onlooker bee saves the new position and deletes the old one if the nectar 

amount is superior to the previous one. The scouts bee generate a new food source according to the (3): 

 

 j j j j
maxi min minrand(0,1)*x x x x    (3) 

 

where     
 

 is the lower bound of the dimension j and     
 

 is the upper bound of the dimension j. The ABC 

algorithm pseudocode is the following: 

 
Generation of the initial population  

Repeat 

For each employed bee 

Generate new solution Vi using (1) and compute the fitness value fit 

End 

Compute the probability values Pi by using (2) 

For each onlooker bee 

Select a xi according to Pi and generate new solution Vi, and compute the fitness 

value 

End  

If an abandoned solution exist for the scout Then generate new solution by using (3) 

Save the best solution  

Until the requirements are met   

Algorithm 1: The ABC algorithm pseudo-code 

 

2.2. Ant colony optimization algorithm 

The ant colony optimization (ACO) is a meta-heuristic technique that mimics the foraging behavior 

of ant colonies, which is consist of seeking the shortest path between their nests and food sources. ACO was 

initially employed to solve graph related problems, like the traveling salesman problem (TSP) [21], the opportunistic 

routing [22] and the optimal power flow [23]. To solve such problems, ants randomly choose the vertex to be 

visited. The probability that an ant k is located in the vertex i, and want to go to the vertex j is calculated by the (4): 
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where   
  is the neighbors of vertex i of the     ant,     is the quantity of pheromone trail on edge(i,j), α and β 

are the weights that control the quantity of pheromone trail and the visibility value     , which is given by (5):  

 

ij
ij

1

d
  (5) 

 

   : is the distance between vertices i and j.The updating of the pheromone values is carried out each iteration 

by all the m ants that have construct a solution in the iteration itself.The pheromone    , on the edge joining 

vertices i and j, is updated as follows: 

 
m k

ij ij k 1 ij(1 )*         (6) 

 

where ρ is the pheromone evaporation rate, m is the number of ants, and is the quantity of pheromone 

deposited on edge (i, j) by ant k: 

 

k k
ij

Q
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L

0, Otherwise


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
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 (7) 

 

Q is a constant and    is the length of the tour build by ant k.The pseudo-code of the ACO 
procedure can be presented as follows: 

 
Random initialization of the pheromone value  

Do  

    For each iteration  

          For each ant  

                For each variable  

                     Compute of the probability P using (4) 

                     Determine the Pmax  

                     Deduce the value of Vi  

                End   

                Compute objective function  

          End   

          Deduce the best objective function and update pheromone values using (6) and (7) 

     End   

     Report the best solution  

End   

Algorithm 2: Pseudo-code of the ACO algorithm 
 

2.3.  Differential evolution algorithm 
Differential evolution (DE) is an evolutionary meta-heuristic approach proposed by R. Storn and K. 

Price in 1995 [11], and is a stochastic and population-based optimization algorithm. The algorithm utilizes 

three main operations: mutation, crossover, and selection. And these operations are defined as follows: 

 
G 1 GG G

r1 r2 r3i F*( )V VX X
   

 (8) 
 

  
    is a mutant vector obtained by applying the differential mutation operation. Where G is the generation 

number. r1, r2, and r3 (r1 ≠ r2 ≠ r3 ≠ i) are mutually integers randomly selected from the range between 1 

and NP (number of population) and F is a scaling factor in the optimal range of [0.5, 1.0]. After the mutation, 

crossover operation is employed to generate a trial vector by choosing solution component values either from 
or the target vector using the following equation: 

 
G
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where j = 1, 2, …, NP, randjϵ [0,1], CR is the crossover probability ϵ [0,1] and jrand is a randomly selected 

index ϵ {1,2, …, NP}. After the crossover, the selection operation is employed in which the trial vector 

  
   replaces the target vector   

   if the fitness value of the trial vector is superior to the target vector, 

otherwise, the target vector is kept for the next generation. The selection operation is described as: 

 
G G G
ij ij ijG 1

ij G
ij

, if f ( ) f ( )U U X
X

, OtherwiseX


 

 


 (10) 

 

where f is the fitness function. The DE algorithm has pseudo-code as follows: 

 
Generate the initial population of individuals NP  

Do  

     For each individual jϵ [1, NP], 

        Select r1, r2, r3 from the range [1, NP] randomly.   

        For each parameter i  

              Generate the mutant vector using the equation (8)  

              Generate a new vector with equation (9)   

        End  

        Replace    
   with    

   or    
  by using the equation (10)   

 End  

Until the termination condition is achieved   

Algorithm 3. Pseudo-code of the DE algorithm 
 

 

3. EXAMPLE APPLICATION: SQUARE SPIRAL INDUCTOR 

3.1.  Layout variables for optimization 

In our study, we use the π-model, which is widely used for inductors operating in a frequency range 

up to a few GHz. The square spiral inductor dimensions are presented in Figure 1. The geometry parameters 

characterizing the spiral inductor are the number of turns (n), the trace width (W), the turn spacing (S), and 

the outer diameter Dout. Din is inner diameter. The main objective on the use of ABC, ACO and DE 

algorithms is to generate the optimal geometrical parameters of integrated spiral inductors, which will result 

at the required frequency a high quality factor. 

 

 

 
 

Figure 1. Layout of a square inductor 

 

 

3.2.  Analysis of the spiral inductor model 

The physical model of the spiral inductor on silicon [24] is widely used in microelectronic RF design. A 

procedure is developed in [25] to orient parameter extraction based on the measured two-port S-parameters. Figure 

2(a) presents the physical model of the inductor, which Rs, Rsi, Cs, Cox, Csi and Ls are the model parameters. Where 

Ls is the inductance of the spiral, Cox is the capacitance between the spiral and the silicon substrate. Rsi is the 

resistance, Csi is the capacitance of the substrate, and Cs is the parallel-plate capacitance between the spiral and the 

centertap underpass. The simplified equivalent circuit presented in Figure 2(b) is considered to compute the 

inductance value. Therefore, the inductance value for a given frequency (f) is calculated by the following [25]: 
 

s
12

1 1
ImL

2 f Y
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     (11) 
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(a) 

 
(b) 

 

Figure 2. (a) Physical model of a spiral inductor [26, 27], (b) simplified equivalent circuit  

for calculating inductance value 

 
 

where, Csub1=Csub2= Csi and Rsub1=Rsub2= Rsi. The expression of the parameters Cs, Rs, Csi, Rsi, and 

Cox are given by the following as shown in [26, 27]: 
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where ζ is the metal conductivity at dc, δ is the metal skin depth, t is the metal thickness,         is  

the oxide thickness between spiral and centertap, tox is the oxide thickness between spiral and substrate, l is 

the overall length of spiral, w is the line width, Gsub is the substrate conductance per unit area, and Csub is 

the substrate capacitance per unit area. The parallel equivalent circuit showed in Figure 3, is used to deduce 

the expression of the quality factor (Q) [27]. 

 

 

 
 

Figure 3. The parallel equivalent circuit of the spiral inductor 
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The quality factor (Q) can be expressed as follows [25]:  

 

2
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the quality factor has another expression which is computed from theY-parameters [25]: 

 

11

11

Im( )Y
Q

Re( )Y
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 (21) 
 

the (21) is used for calculating the quality factor by using the Y-parameters obtained from EM-simulator 

(Momentum ADS). The expression of the inductance Ls is given by the following [25, 27]: 

 
2 51 3 4

s out avg* * * * *W SL D D n
   

 (22) 
 

avg out in0.5*( )D D D 
 (23) 

 

out in 2*n * W 2*(n 1)*SD D   
 (24) 

 

β and   (i=1,2,…,5)are the coefficients depend on the inductor topology.The coefficients for square inductor 

are [25, 27]: β=1.62e-3,   =-1.21,    =-0.147,    =2.4,   =1.78,    =-0.03. 

 

3.3.  Problem formulation 

The expression of the as shown in (18) is employed as a cost function (CF). Moreover, the 

formulation of the design problem of the spiral inductor is presented as follows:  

Maximize of Q-quality factor (Minimize    ): 

Subject to:  

 

LminQ Q
 (25) 

 

s reqL L
 (26) 

 

where, Lreq is the required inductance. Independent geometry parameters constraints may be added such as:  

Number of turn: n≤4 

Minimum value of the track width: W≤12µm 

Minimum of spacing: S≤2.5µm 
Outer diameter: Dout≤231µm  

For reducing the parasitic effect owing to the proximity problem [25, 27], we will respect this added constraint: 

 

in
in

out

D
5W;0.2 0.8D

D
  

 (27) 
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The object function finds the global minimum CF for its expression: 

 
9

s sreqreqCF *abs( ) penalty*sum(Ct)Q 1.0e L L   
 (28) 

 

where,      
 

 
, Penalty: penalty of each constraint violation, sum (Ct): some of all constraints (Ct (1),  

Ct (2) …). The minimum value of CF guarantees the maximal value for Q-factor for Lsreq=4nH and 

Freq=fs=2.4GHz. Table 1 summarized the technological parameters: 

 

 

Table 1. Technological parameters for inductor design  
Name Symbol Value 

Metal thickness t 2.8e-6 

Thickness of the oxide  

insulator between the spiral and underpass tM1-M2 

toxM1M2 0.4e-6 

Thickness of the oxide tox 5.42e-6 

Metal conductivity ζ 1/2.65e-8 

Substrate conductance  Gsub 2.43e5 

Permitivity of the oxide εox 3.453e-11 

Substrate thickness tsub 700e-6 

Substrate resistivity ρ 28 Ω.cm 

Substrate permitivity ɛr 11.9 

Magnetic Permeability of the free space u(mju) 1.256e-6 

 

 

The setting parameters of ABC, ACO and DE algorithms are presented respectively in Table 2 and 

this algorithms, are implemented in MATLAB. For each algorithm we choose 100 for the number of 

populations, and 1000 for the number of generations. For the spiral inductor design, the ABC, ACO and DE 
algorithms starts with creation of the initial bees, ants, and populations respectively by randomization, where each 

ant/bee/Pop is composed by four design variables [Dout=Ant/Bee/Pop(:1),W=Ant/Bee/Pop(:,2),S=Ant/Bee/Pop(:,3), 

n=Ant/Bee/Pop(:,4)], representing the layout geometry parameters, and must obey to variable boundaries. 

 

 

Table 2. Algorithms parameters  
Parameters ABC ACO DE 

Number of onlookers bees  50% of the swarm __ __ 

Number of employed bees  50% of the swarm __ __ 

Number of food sources 50 __ __ 

Pheromone factor (α) __ 1 __ 

Heuristic factor (β)  __ 1 __ 

Evaporation rate (ρ) __ 0.1 __ 

Quantity of pheromone (Q) __ 0.2 __ 

Scaling factor (F) __ __ 0.9 

Crossover probability (CR) __ __ 0.5 

 

 

4. RESULTS AND DISCUSSION 

The design and simulation results of 4nH inductor for an operating frequency of 2.4GHz are 

addressed using UMC 130nm CMOS technology parameters shown in Table 1. The ABC optimization results 

are done compared with those obtained with ACO and DE algorithm and verified with using an EM-simulator 

(Momentum ADS) [28]. Table 3 show the optimal results obtained using the ABC, ACO and DE algorithms. 
 

 

Table 3. Optimization results  
Algorithm S (µm) W (µm) n Dout (µm) Q 

ABC 2.5 11.15 3.5 231 12.71 

ACO  2.5 11.149 3.5 185.75 12.66 

DE 2.5 11.15 3.5 180 12.59 

 

 

For the three algorithms, it can be noticed that the results are identical in terms of the quality factor; 

however, in term of circuit size, the DE technique gives a smaller circuit than the ACO and ABC algorithms. 

Figure 4 present the gragh convergence for each techniques and Table 4 shows the comparison between 

evaluated and simulated results and circuit performances through EM-simulator (Momentum ADS). 
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Figure 4. Cost function (Qreq) vs number of iterations for the three algorithms 

 
 

Table 4. Simulation results  
Algorithm L (nH) Lsim (µm) Error (%) Q Qsim Error (%) 

ABC 3.96 3.95 0.25 12.71 12.25 3.75 

ACO  2.64 2.61 1.15 12.66 12.60 0.4 

DE 2.47 2.45 0.82 12.59 12.50 0.72 

 

 

Figures 5(a), (b) and 6 present the Momentum-ADS simulations results (Q and L) using the obtained 

optimal values by ABC, ACO and DE based methods respectively. We can notice clearly from Matlab coding results 

that the ABC technique has a fast convergence time during its optimization process as compared to the ACO and 
DE techniques. Also we remark that the simulation results are in corresponding with the optimization results. 

 

 

 
(a) 

 
(b) 

 

Figure 5. (a) Momentum simulation using ABC technique, (b) momentum using ACO technique 
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Figure 6. Momentum simulation using DE technique 

 

 

5. CONCLUSION 

In this paper, an optimal design of an integrated square spiral inductor by using three metaheuristic 

techniques is presented. The description of the model used for the inductor and the metaheuristic techniques 

were highlighted. The objective of this work is to get a higher value of the quality factor-Q taking into 
account the design requirements and the fundamental constraints. The optimization results show that the DE 

technique gives the best results in terms of circuit size, whereas the ABC technique has faster convergence. 

The simulation results are in good accuracy with the optimization results. We can argue that these metaheuristic 

algorithms can be employed to design integrated spiral inductors with a higher quality factor (Q). Our future 

works will be focused on exploiting the benefits of these algorithms for proposing hybrid metaheuristics. 
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