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Abstract 
“Small Sample Size” (SSS) problem would occur while using linear discriminant analysis (LDA) 

algorithm with traditional Fisher criterion if the within-class scatter matrix is singular. The combination of 
maximum scatter difference (MSD) criterion and LDA algorithm for solve SSS problem is described. It is 
employed to detect three kinds of Chinese herbal medicines from different growing areas by machine 
olfaction. Compared with PCA or PCA + LDA algorithm, the classification result was enhanced. It works 
out that only a few samples of Anhui Atractylodes are classified incorrectly, however, the classification rate 
reaches 97.8%. 
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1. Introduction 

Atractylodes is an asteraceae medicine with special smell, and their quality is affected 
by place of origin, harvest time, breed and other factors, among the origin factors is one of the 
most important criteria in judging the quality. With people’s increasing quality requirements of 
Chinese herbal medicine, the identification of medicinal herbs is particularly important. 

Research of electronic nose began in the 1990s, it is a part of the specificity with the 
composition of the gas sensor array and pattern recognition system is composed of the 
appropriate instruments, mainly used to identify simple and complex odors [1]. There are a lot of 
researches and social applications in the food industry [2-4], medical diagnostics [5-7], and 
environmental monitoring [8-10] at home and abroad, but in the field of Chinese herbal 
medicines are rarely reported in the current. 

The Chinese herbal medicine Atractylodes is the object in this paper, and detected by 
electronic nose. In pattern recognition with the electronic nose, the principal component 
Analysis (Principal Component Analysis, PCA) and LDA has been widely used [8]. The 
outstanding feature of LDA is it can ensure that after the projection, model sample has the 
smallest within-class distance and maximum between-class distance in the new space, that 
model has the best separability in the space. However, there is also not applicable in the "small 
sample problem" and other shortcomings. In response to this shortcoming, many scholars have 
used a method of combination with PCA and LDA [9], the advantages of the PCA and LDA 
together fully integration, and it can not only solve the problem of PCA algorithm is not sensitive 
to the different training sample data problem, but also LDA algorithm when the within-class 
scatter matrix is singular, and obtain a better classification results. In this paper, maximum 
scatter difference criterion and LDA will be integrated together, it solved the problem of small 
samples, and there is a better classification result than PCA and PCA + LDA.  
 
 
2. Research Method 
2.1. Electronic nose (E-nose) 

Experiments were performed with a commercial E-nose (PEN3). It is provided by WMA 
AIRSENSE Analysentechnik GmbH (Schwerin, Germany). Table 1. summarizes the sensitivity 
of different sensors in PEN3. 
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PEN3 included an array of 10 different MOS sensors, and the sensor response is 
defined as the ratio of conductance: G/G0. Where, G represents the resistance of each sensor 
in the chamber after exposing to the target gas and G0 represents the resistance while each 
sensor is exposed to the zero gas filtered by active carbon. The electronic nose consists mainly 
of the following sections: computer、 、sampling channel sensor channel, as showed in Figure 1. 

 
 

Table 1. The sensitivity list of 10 sensors in PEN3 
Number in array Sensor name Sensitive to 

S1 W1C Aromatic components 
S2 W5S Nitrogen oxides, very sensitive 
S3 W3C Ammonia and aromatic components 
S4 W6S Mainly hydrogen, selectively, (breath gases) 
S5 W5C Alkanes and aromatic components 
S6 W1S Propane 
S7 W1W Sulfur organic compounds 
S8 W2S Ethanol 
S9 W2W Aromatic components and organic-sulfides 

S10 W3S Propane (selective sometimes) 

 
 

 
 

Figure 1. Diagrammatic Layout of Electronic Nose 
 
 
2.2. Experimental sample  

This medicine sample is supported by Guangzhou University of Chinese Medicine. They 
are irregular clumps of hypertrophy, gas fragrance, sweet and slightly acrid. Atractylodes 
samples were provided from three kinds of Origin: Baoding of Hebei province, Haozhou of 
Anhui province, Shaoxing of Zhejiang province. 
 
2.3. Experiment procedure 

The experiments were carried out in an air-conditioned laboratory where the 
temperature was kept at 25±1� and the humidity at 54±2%. Static headspace sampling method 
was used because of its accessibility and stability [10]. 
The samples with different origin were put into four beakers (500ml) labeled Hebei, Anhui and 
Zhejiang, respectively. The amount of each sample in the beaker was 100g. Then three beakers 
were hermetically capped with plastic wrap for 70 minutes in order to generate a steady 
headspace respectively. The sampling time for each sample is 60 seconds, which is enough for 
each sensor to reach a stable value. The rinsing time is set as 110 seconds, during which the 
sensors are rinsed with charcoal filtered to force the signals of sensors to baseline. The interval 
for data collection was one second. One measurement cycle would last for about three minutes. 
When the measurement was completed, the obtained data was stored in a computer for later 
analysis. The headspace gas of each beaker of Atractylodes sample was measured 30 times 

Computer 
Sample volatile 

Built-in pump 

Sensor array 

Clean air 

Clean air 

Built-in pump 
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respectively. Thus 90 data sets were collected for all three groups of Atractylodes samples. The 
90 samples were divided into two groups: 45 samples (15 samples of each group) for the 
training set and the rest 45 samples (15 samples of each group) for the testing set. 

 

2.4. Pattern recognition 
LDA is one of the widely used classification techniques. However, when the total 

number of samples is small or the number of selected features is large, SSS problem would 
occur while using LDA algorithm with traditional Fisher criterion if the within-class scatter matrix 
is singular. Therefore, an optimized discriminant criterion called maximum scatter difference 
(MSD) criterion was adopted [11]. 

Suppose the number of known pattern classes is N as 
1G ,

2G , , NG  , pattern dx R
is d-dimensional real vector, 

iN  is the number of training samples in i th class, 
im  is the mean 

feature vector of training samples in i th class ,between-class scatter matrix is
bS , within-class 

scatter matrix is 
WS ,and they defined as following respectively: 
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Fisher criterion is that the choice makes the maximum of the generalized Rayleigh 

quotient as the projection direction vector 
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The basic idea of MSD criterion is try to find an optimal projection vectors  .It is 
different from Fisher criterion because in MSD, the difference of between-class scatter and 
within-class scatter is employed as discriminant criterion rather than their ratio. Thus we can 
define maximum scatter difference criterion function as below: 
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Where, C is a constant, for convenience, this article is set to 1, to balance maximizing 

the between-class scatter and minimize the divergence between classes. 

bS C S  is called matrix of generalized divergence difference as parameters for the C. 
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It can proved that the optimal projection direction   is to make the maximum scatter 
difference criterion function ( )MJ  to take the maximum value of the solution, which the 

following generalized eigenvalue problem is solved: 
 

( )bS C S                                 (7)       
                             

So, maximum scatter difference criterion can be attributed to the sake of eigenvector 
problem of the generalized divergence difference matrix

bS C S  . 

 
 
3. Results and Analysis 
3.1. Sensors response   

Figure 2 shows the typical response curves of 10 sensors to the three selected sample 
groups. The horizontal axis is the sampling time, and the vertical axis is the sensor response 
value.  

It shows rapid change at the beginning of the sampling time while the response values 
reach to the steady state soon. After approximately 60 seconds almost all the sensors reached 
to stable response values. This Figure clearly shows different response signals of sensors array 
to Atractylodes samples with different growing areas. Each sensor has response to different 
varieties of Chinese herbal medicines.  

 
 

 
 

Figure 2. The response curves of Atractylodes samples 
 
 

3.2. Feature selection 
Feature selection is of great importance, which requires the conversion of sample 

features to patterns that have condense representations, ideally containing only main 
information. 

In this study, initially eight different sub-features were selected as the original feature 
vector from the sensor response signals: 

 

 10 40 60, , , , max, var, ,T f f f avg std diff        (8) 

 

where if  represents the response value at i second of sensor array (i=10, 40, 60); avg
represents the average values of each response curve for the duration of 60 seconds; max
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represents the maximum values of each response curve for the duration of 60 seconds; var
represents the variance of response data for the duration of 60 seconds; std represents the 
standard deviations of the response signals, presenting the fluctuation around the average 
values of each response curve; diff  represents the differentiation of the response signals. 

 
3.3. Discriminant classification 

There is 15 sampling times for Atractylodes training samples of each growing area, so 
the total of Atractylodes training samples with three different growing areas is 45, and PEN3 has 
10 sensors, each sensor measurements are extracted eight characteristic parameters, thus the 
total characteristics vector dimension are 80-dimensional, then, clearly the total number of 
training samples are less than the feature vector dimension, a "small sample" problem that 
arise, at this time LDA algorithm can not proceed at this time. Figure 3 is the PCA and PCA + 
LDA analysis chart of three Atractylodes training samples. 

 
 

    
 

  
 
 

Figure 3. Analytic result of three groups 
 
 

It can be seen from Figure 3 (a) that the classification results of three sets of training 
samples with a separate PCA algorithm are not satisfactory, the batch of sample points 
intertwined, and indistinguishable. The reason is when the difference of sample quality grade is 
small, there is a big overlap of information or relevance in the differences in the sample that 
reflect by electronic nose sensor , PCA algorithm to find only the data distribution of spindle 
orientation [12], retained after dimensionality reduction by the information is not necessarily the 
most effective for classification . Figure 3 (b) can be seen that the distinguish result of PCA + 
LDA method is better than using PCA algorithm alone between three groups of training 
samples, and interspersed with the original training sample points have all been clearly 
separated. This is because the main idea of LDA algorithm is to minimize the within-class 
distribution and maximize the spread between classes. 

To avoid the small sample problem, we use LDA algorithm based on maximum scatter 
difference criterion. The results shown in Figure 4: 

As can be seen from Figure 4 that the distinguish result of LDA algorithm is better than 
PCA and PCA + LDA algorithm. While Hebei Atractylodes sample points are mainly 
concentrated in the lower half of the feature space, Zhejiang Atractylodes sample points mainly 
in the upper left part and Anhui Atractylodes sample points are concentrated in the upper right 
part. Various training sample points can be clearly distinguished, and compared to PCA + LDA 
method, the distribution of sample points within a class is even more concentrated, more 
obvious the interface between the classes. 

(a) Analytic result of three groups by 
PCA 

(b) Analytic result of three groups by 
PCA+LDA 
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Figure 4. Analytic result of three groups by LDA based on MSD criterion 
 

 
3.4. Discriminant classification 

Table 1 shows the classification result of each test sample in the two-dimensional 
feature space, and the accuracy rate was calculated by the ratio of the number of correctly 
predicted samples and the number of total testing samples. 

 
 

Table2.  Predicted results of three testing sets 

 
 
The results shows that, for the 45 samples tested, there is only an error to be carried 

out to determine, the recognition rate of Anhui Atractylodes was 93.3%,while  Hebei and 
Zhejiang Atractylodes recognition rate was 100%. The discriminant results reached 97.8% of 
correct classification rate for all test samples. 

 
 
4. Conclusion 

More and more studies have shown that the use of electronic nose technology for odor 
analysis is not only objective and accurate, but also reproducible and convenient. In this paper, 
PEN3 electronic nose used to test Atractylodes samples of three growing areas, data analysis 
method using LDA algorithm based on MSD criterion to solve the problem of small samples, 
also distinguish with three Atractylodes from three different growing areas correctly, and the 
correct recognition rate of all testing samples reaches 97.8%, furthermore, the classification 
results clearly superior to the use of PCA or PCA + LDA algorithm. This provides the assurance 
for the quality of Chinese herbal medicine an effective way. 
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