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 Distribution generation (DG) is a widely used term to describe additional 

supply to a power system network. Normally, DG is installed in distribution 
network because of its small capacity of power. Number of DGs connected to 
distribution system has been increasing rapidly as the world heading to 
increase their dependency on renewable energy sources. In order to handle 
this high penetration of DGs into distribution network, it is crucial to place 
the DGs at optimal location with optimal size of output. This paper presents 
the implementation of Embedded Adaptive Mutation Evolutionary 
Programming technique to find optimal location and sizing of DGs in 

distribution network with the objective of minimizing real power loss. 69-
Bus distribution system is used as the test system for this implementation. 
From the presented case studies, it is found that the proposed embedded 
optimization technique successfully determined the optimal location and size 
of DG units to be installed in the distribution network so that the real power 
loss is reduced. 
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1. INTRODUCTION  

Nowadays, a lot of power companies interested in using distributed generation (DG) in planning for 

the power system network expansion [1-3]. This is a new trend that happening since the past ten years as 

many technologies of DG have been introduced by the scientists and engineers. Moreover, the initiatives 

given by the governments in promoting the use of renewable energy sources in electrical power generation 

also contribute to the increment number of DG in distribution network. DG is found to be more flexible in 

handling the sudden increase of demand compared to conventional generation [4-6]. Installation of DG needs 

to be located at suitable location as the energy produced by the DG, otherwise it will affect the stability of 
distribution network. Besides that, the presence DG cannot be fully utilized if it is located at non-optimal 

location.  

For the past fifteen years, there have been a lot of studies and research on optimal location and 

sizing of DG in distribution system. These studies are done to avoid over-compensation and under-

compensation by the DG. Besides that, optimal DG installation also focused on operation cost minimization 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Embedded Adaptive Mutation Evolutionary Programming for… (Muhammad Fathi Mohd Zulkefli) 

365 

[7, 8] real power losses minimization [9, 10]. The DG technologies consist of modular generators which have 

some benefits to the distribution network [11]. For example, it can produce fewer cost for electricity but 

higher power reliability with lower environmental consequences [12-14]. Moreover, with the use of DG can 

increase the reliability on the distribution network. The centralized power plants have their own 

disadvantages. One of the problems is the transmission distance issue which leads to power losses [15-17]. 

Recently, utilities have continuously planning on the expansion of their distribution and transmission 

networks to cater the increment of electrical power demand. The development of new substations or 

extension of those officially existent is a typical and conventional solution. The conventional solution can be 

replaced by DG installation approach. DG units can be installed at any areas in the distributed network to 

supply their power locally or at the points of demand. DG also help in reducing the production cost of 
thermal generating units by supporting or taking over the thermal generating units [18, 11]. 

Many optimization techniques have been introduced to solve DG installation problem. These 

include to find the optimal location with fixed size, fixed location with optimal size and both optimal location 

and size [19]. Evolutionary programming (EP) has been popularly used to solve power system problems 

including DG installation problem [20]. EP has been used to solve unit commitment problem (UCP) [21], 

economic dispatch problem [22-24]. = EP offers high accuracy of solution and less computational  

time [25-27]. 

Since the early improvement of evolutionary optimization, adaption has dependably been an issue of 

research and various approach with various levels and sorts of adaptation have been proposed. Numerous 

analysts are concentrating on taking care of improvement issues by utilizing adaptive techniques, e.g., 

probability matching, adaptive pursuit method, numerical optimization, and graph colouring  
algorithms [12, 13]. Basically, the main type of parameter setting consists of parameter tuning and parameter 

control. Parameter tuning intends to set the reasonable parameters before the keep running of algorithm and 

the parameters stay consistent amid the execution of calculations. Parameter control intends to appoint 

beginning values to parameters and after that these values adaptively change amid the execution of 

calculations [12]. 

 This paper presents the Embedded Adaptive Mutation Evolutionary Programming for Distributed 

Generation Management. In this study, the Adaptive Mutation has been embedded into the original EP 

technique to become a new optimization approach. The proposed technique solved on the 69-Bus 

Distribution System has revealed its capability in managing the DG installation and planning. 

 

 

2. METHODOLOGY 
  In this section, the implementation of Embedded Adaptive Mutation Evolutionary Programming for 

Distributed Generation Management is explained in details. The overview of the implementation is illustrated 

in Figure 1.  

  The optimization starts with the initialization process. In this process, the decision variables are 

randomly generated with respect to their constraints and the objective function. For this DG installation 

problem, location and size of DG are the decision variables. While the objective function is real power loss 

equation that is minimized in this optimization process. The real power loss is calculated using the 

randomized values of decision variables and load flow solution. The real power loss is calculated using the 

following equation: 

 

  𝑃𝑙𝑜𝑠𝑠 = ∑ ∑ [𝛼𝑖𝑗(𝑃𝑖𝑃𝑗 + 𝑄𝑖𝑄𝑗) + 𝛽𝑖𝑗(𝑄𝑖𝑃𝑗 − 𝑃𝑖𝑄𝑗)]𝑛
𝑗=1

𝑛
𝑖=1     (1) 

 

Where: 

 

𝛼𝑖𝑗 =
𝑟𝑖𝑗

𝑉𝑖𝑉𝑗
𝑐𝑜𝑠(𝛿𝑖 − 𝛿𝑗)        (2) 

 

𝛽𝑖𝑗 =
𝑟𝑖𝑗

𝑉𝑖𝑉𝑗
𝑠𝑖𝑛(𝛿𝑖 − 𝛿𝑗)        (3) 

 

𝑛 is the bus number, and 𝑃𝑖, 𝑄𝑖, 𝑃𝑗  and 𝑄𝑗 are active and reactive power injections at buses 𝑖 and 𝑗, 

respectively. 

The starting point of the optimal search is found by finding the real power loss prior to the DG 

installation. It is ensured that the real power loss produced after DG installation is less than before DG is 

installed. The individuals that produced from the initialization process than stored in a pool called as parents 

pool. Subsequently, minimum value of decision variable, 𝑥𝑚𝑖𝑛 and maximum value of decision variable, 

𝑥𝑚𝑎𝑥 are found from the parent’s pool. At the same time, the fitness value (which is real power loss) is 
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evaluated before the mutation process. Mutation process is a stage where the parents individuals are mutated 

to produced new generation called offspring. Equation (4) is used to produce offspring together with the 

Adaptive Mutation. 

 

𝑥𝑖+𝑗 = 𝑥𝑖,𝑗 + 𝑁 [0, 𝛽(𝑥𝑗𝑚𝑎𝑥 − 𝑥𝑗𝑚𝑖𝑛) (
𝑓𝑖

𝑓𝑚𝑎𝑥
)]     (4) 

 

Where 𝑥𝑖+𝑗, 𝑥𝑖,𝑗, 𝛽, 𝑥𝑗𝑚𝑎𝑥, 𝑥𝑗𝑚𝑖𝑛 , 𝑓𝑖, 𝑓𝑚𝑎𝑥 are the offspring, parent, search step (0 ~1), max parent, min 

parent, current fitness and max fitness respectively. Equation (4) is supported by equation (5) and equations 

(6) of adaptive mutation. 

 

 𝑋𝑛𝑒𝑤,𝑖 =  𝑋𝑜𝑙𝑑,𝑖 + (𝑋𝑜𝑙𝑑
𝑚𝑎𝑥 − 𝑋𝑜𝑙𝑑

𝑚𝑖𝑛)𝑋𝑖      (5) 

 

If 𝑋𝑛𝑒𝑤 > 𝑋𝑜𝑙𝑑
𝑚𝑎𝑥, 𝑋𝑛𝑒𝑤 = 𝑋𝑜𝑙𝑑

𝑚𝑎𝑥       (6) 
 

Where 𝑋𝑖  generated randomly and the random number is between (0, 0.05). 

Tuning and control parameters of EP are adjusted by some deterministic administer without utilizing 

any feedback data from the search space; adaptive adjustment alters the parameters utilizing the feedback 

data from the search space; and self-versatile adjustment adjusts the parameters by the evolutionary 

programming itself. 
The individuals produced from the mutation process are used to recalculate the fitness of real power 

loss. Then, the algorithm continues with the combination process which both parents and offspring 

populations are combined to be a large population of forty individuals. From the forty individuals, twenty 

best individuals are selected based on their ranking. The best twenty individuals will then undergo 

convergence test. A stopping criterion is set in order to know whether the optimization process has converged 

or not. The stopping criterion is the difference between the first individual and the twentieth individual is 

must be equal or less than 0.0001, otherwise it will go back to the mutation process and repeat the same 

processes until converge. 

 

 

 
 

Figure 1. Flowchart for optimal location and sizing DG using embedded adaptive mutation evolutionary 

programming 
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3. RESULTS AND DISCUSSION 

Results that produced from the implementation of Embedded Adaptive Mutation Evolutionary 

Programming technique for optimal DG installation in distribution network are tabulated in Table 1, Table 2 

and Table 3. These three tables represent three case studies which are one DG, two DG and three DG 

installations. The results are found from the experiment on the IEEE 69-Bus test system. It can be seen from 

Table 1 that the optimal location of the one DG unit is at bus 58 for all values of load factor. However, the its 

size is different for load factor equal to 1. Based on Figure 1, the real power loss that produced after the one 

DG unit installation is less than the real power loss before installation. At load factor equal to 1, a decline in 

real power loss can be observed from 0.4088 MW to 0.1856 MW. On top of that, further increment of the 

load factor by 0.3 up to 2.5 unit stand in need for a bigger size of the DG unit to be at 2.6932 MW; even 
though the location maintained at the bus 58. Furthermore, the average of difference in power loss for load 

factor of 1.3-2.5 showed a significant value of 0.3485 MW which is greater than the real power for load 

factor equal to 1 that results in 0.2266 MW of difference in real power loss. 

 

Table 1. Location and sizing of one DG unit 
Load factor, λ DG sizing Location 

1 1.5977 58 

1.3 2.6932 58 

1.6 2.6932 58 

1.9 2.6932 58 

2.2 2.6932 58 

2.5 2.6932 58 

 

 

Figure 1. Real power loss before and after installation of DG 

 

 

Based on Table 2, the optimal location the two DG units are at bus 62 and bus 38 respectively for 

load factor equal to 1. And their sizes are 1.3919 MW and 4.5035 MW respectively. While for load factor 

equal 1.3 to 2.5, their locations are at bus 62 and bus 7 with sizes of 1.6220 MW and 0.7106 MW 

respectively. Similar to the first case study, it can be seen from Table 2 that the real power loss has also 

reduced after the installation of two DG units using the proposed embedded optimization technique. 

 

Table 2. Location and sizing of two DG units 

Load 

factor, λ 

DG sizing (MW) Location (Bus no.) 

DG1 DG2 Lo1 Lo2 

1 1.3919 4.5035 62 38 

1.3 1.6220 0.7106 61 7 

1.6 1.6220 0.7106 61 7 

1.9 1.6220 0.7106 61 7 

2.2 1.6220 0.7106 61 7 

2.5 1.6220 0.7106 61 7 
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Figure 2. Real power loss before and after installation of two DG units 

 

 

From Table 3, it can be seen that the location and size of the three DG units are maintained for all 

values of load factor which are at bus 29, bus 10 and bus 61 with sizes of 0.9217 MW, 1.6220 MW and 

0.7106 MW respectively. Referring to Figure 3, the allocation of all three DG are fixed throughout every 

implement of the load factor which are: bus 29 (DG 1), bus 10 (DG 2), and bus 61 (DG 3). Their sizes also 

the same which are 0.9217 MW, 1.6220 MW and 0.7106 MW for DG 1, DG 2 and DG 3 respectively. 

Moreover, the value of changes of real power loss before and after the instalment of all three DG units have 

the same result with the value obtained by installing two DG units in the network system. 

 

 

Table 3. Location and sizing of three DG units 

Load 

factor, λ 

DG sizing (MW) Location (Bus no.) 

DG1 DG2 DG3 Lo1 Lo2 Lo3 

1 0.9217 1.6220 0.7106 29 10 61 

1.3 0.9217 1.6220 0.7106 29 10 61 

1.6 0.9217 1.6220 0.7106 29 10 61 

1.9 0.9217 1.6220 0.7106 29 10 61 

2.2 0.9217 1.6220 0.7106 29 10 61 

2.5 0.9217 1.6220 0.7106 29 10 61 

 

 

 

Figure 3. Power loss before and after installation of three DGs 
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4. CONCLUSION 

A new embedded optimization technique that formed from Adaptive Mutation and Evolutionary 

Programming for DG management has been presented in this paper. From the three case studies of optimal 

location and size of DG conducted, it can be seen that the proposed embedded technique capable to find the 

best location and size of DG so that the real power loss of the distribution system is reduced. Adaptive 

Mutation has helped to improve the quality of offspring produced from the mutation process. This proposed 

embedded technique is beneficial to grid system operators (GSOs) in planning and managing the penetration 

of DG into their system. 

The proposed embedded technique can be improved by embedding another optimization technique or 

an operator of the technique to improve the population produced from initialization process. Monte-Carlo 
technique is one of suitable techniques that can help to increase the fitness of parent’s population. Besides that, 

instead of real power, total production cost, total installation and voltage stability improvement also can be the 

objective of the DG installation optimization problem. Moreover, the problem also can be solved using multi-

objective optimization to satisfy more than one objective at a time. 
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