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Abstract 
A kind of vehicle scheduling problem (VSP) with non-full load and combined pick-up and delivery 

is studied, a changeable expenditure coefficient model according to the actual load is made, and grouping 
heuristics algorithm under restrictions of vehicle load capacity, working time and mileage is designed to 
minimize the number of vehicle, the distance of empty load and the useless freight turnover, By 
programming and calculating, an example proves the algorithm is feasible and effectual. 
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1. Introduction 

In daily transport activities, if the load of any task cannot exceed the capacity of the 
vehicle, and the task requires loading and unloading at certain places. That’s to say, all the 
tasks has loading and unloading operations, and tasks can be combined. This kind of problem 
is called vehicle scheduling problem which is not fully loaded and combined pick-up and 
delivery. It’s NP hard problem. Usually we try to solve this kind of problem based on heuristic 
algorithm, and there’re a few literatures on this area. Some literatures have studied on VRP with 
non-full load [1][2] or with time windows [3], and the VRPs with pick-up and delivery already 
have been researched by different approaches [4]-[10].Our paper aimed at this kind of vehicle 
scheduling problem, using a changeable expenditure coefficient model rather than the former 
fixed expenditure model, and designed a grouping heuristic algorithm to minimize the number of 
vehicle, empty travel distance and useless freight turnover, providing a new method to solve this 
kind of task combination and vehicle scheduling problem. 

 
 

2. Problem Description 
The problem can be described as: l transport tasks r, denote as r=1,…,l, any task r has 

its loading place Rr
s and unloading place Rr

t, the volume of freight is gr, the time of loading is Tr
s, 

and the time of unloading is Tr
t. These tasks are assigned to vn similar vehicles from a station, 

the capacity is q. The working time of this kind of vehicle tkcannot exceed T, the working 
distance Sk cannot exceed S. Vehicles come back to the station after their tasks are finished. 
We already know that gr≤q (r=1,…, l), a task cannot be divided, required a less than T time to 
finish, and the distance is less than S. We want to determine the number of vehicle vnneeded, 
and the task assignment and the routine, to make the plan economic. 

If all the tasks satisfy that 0.5q<gr≤q, different tasks cannot be combined in one vehicle, 
we can only consider transport task by task. If gr<0.5q, we can consider transport more than 
one task in a vehicle to improve the efficiency. If the goods allow mixed loading, we can divide 
the tasks into groups, the groups are assigned to different vehicles. The vehicle can have either 
loading or unload or both operations in one place, this is the situation discussed this paper. 
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4. A Grouping Heuristic Algorithm 
4.1. Principles of the Algorithm 

Since the workload of single task is not large, a vehicle can afford several tasks at the 
same time, pick up from several sources and deliver to different destinations. Intuitively, we 
suppose it will be more economic if several nearby sources and destinations are grouped as a 
task group. Under the time constraint, a vehicle can be used to deliver several task groups, we 
name this situation that a vehicle deliver several tasks in sequence as a task queue. Finally, we 
get the number of vehicles needed, the tasks and routines of all the vehicles. 

 
4.2. Design of the Algorithm and the Calculation Steps 

To solve the scheduling problem mentioned above, we should select the main tasks 
from all the tasks firstly, and then group them as queues, and then calculate the number of 
vehicles and the routines. We define the main task as the task which has large load, has large 
influence and constraints on other tasks when considering mixed loading. It makes the 
combination of the main tasks and the incidental tasks much easier, reduce the feasible zones, 
and improve the efficiency of the algorithm.  

Stage1:  combine tasks and determine the routine in a group.  
1: screen out the tasks required to be transported separately among the l tasks, these tasks 

composed a group, denote this group as a special group, meaning these tasks can only be 
executed in sequence, and each one is a main task. The set of the special group is DZ. 

2: consider other tasks can be mixed loaded, select those tasks satisfy gr≥0.5 as main tasks, 
denote as set Z.  

3: consider the sequential loading and delivery process with a vehicle, which is, we should 

unload the former task before we load a new task, calculate 
)( j

s
i
t RRd

, i,j∈{1,…,l},i≠j, and 

the average 1d . )( j
s

i
t RRd means the distance of task i from Ri

t, which means the destination 

of task i, to Rj
s, which means the source of task j.  

4: consider mixed loading in a vehicle, calculate )()( j
t

i
t

j
s

i
s RRdRRd  , i,j∈{1,…,l},i≠j and the 

average 2d . where )( j
s

i
s RRd  means the distance of task i from Ri

s, which means the source 

of task i, to Rj
s, which means the source of task j. 

5: the original policy is to give every task a vehicle, and calculate the value of objective function.  
6: to optimize the solution, based on the location and the workload of tasks, sequential 

combination or mixed loading is applied alternately for the task pairs which meet combining 
conditions. The possible types of relative position of the tasks’ source and destination is 
shown in Figure 1. 
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Figure 1.The possible relative position of tasks’ source and destination and the routine of 
vehicle 

 
 

Step 1: sort according to )( j
s

i
t RRd . For those )( j

s
i
t RRd ＜ 1d , get all pairs of tasks i and j. If 

)( j
s

i
t RRd =0, consider sequential combination to i, j first. If both i and j aren’t selected into 

the combination, go to step 3; if either i or j has already been selected into other 

combination, go to step 4; if both i and j are not selected, go to step 5. For )( j
s

i
t RRd ≥ 1d , 

meaning for a long distance, the vehicle is empty, we don’t consider the sequential 
combination at first, if possible, we consider that as a task queue in next stage. We denote 
those task group of i and j as (i、j), (i、j)∈G, where G is the set of task group.  

Step 2: sort according to the value of )()( j
t

i
t

j
s

i
s RRdRRd  . For those satisfy 

)()( j
t

i
t

j
s

i
s RRdRRd  ＜ 2d , select the task pair i and j, i,jDZ. If gi+gj＞q, ignore this pair, 

until the set is empty; if gi+gj≤q, we can combine i and j into a vehicle: if both i and j are not 
into any combination, go to step 6; if either i or j is in a combination, go to step 7; if both iand 

j are in other combinations, go to step 8. If )()( j
t

i
t

j
s

i
s RRdRRd  ≥ 2d , meaning that the two 

tasks are apart, if mixed loading, it may cause a lot of useless turnover.  
Step 3: the destination of i is close to the source of j, the routine is Ri

s→Ri
t→Rj

s→Rj
t. go to  

step 2.  
Step 4: put j into task group (…,i,…). The order in the group (…,Ri

s,…,Ri
t,…,) remains 

unchanged. Make i and j in sequential, so we have the order(…,Ri
s,…,Ri

t,…,Rj
s,…,Rj

t,…). 
Keep the four point relative rest, adjust the position of j, select one possible and good 
enough result, we get a new task group and the routine in the group, go to step 2.  

Step 5: task group (…,i,…) and group (…,j,…) keep their own sequencing, combine i and j in 
sequential. Similar to step4, combine the two groups into one. And adjust the order in the 
new group, if no improvement is achieved, cancel the combination; otherwise, combine into 
one group and go to step2.  

Step 6: the sources and destinations of two tasks are nearby, we have four possible routines 
when mixed loading: Ri

s→Rj
s→Rj

t→Ri
t, Ri

s→Rj
s→Ri

t→Rj
t, Rj

s→Ri
s→Rj

t→Ri
t, 

Rj
s→Ri

s→Ri
t→Rj

t. Check these four routines, for example, for the first one, we have:  
 

01111010 )()]([)( i
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i
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Where tijjiis less than T, otherwise the routine is unfeasible. For cijji, the first i means the source 
of task i, the second i means the destination of task i, so is j. And there’s the same meaning for 
tijji. Select the best one from all feasible routines as the routine for the group and go to step1.  
Step 7: insert i into group (…,j,…). Keep the order (…,Rj

s,…,Rj
t,…,) unchanged. For the mixed 

loading combination of i and j, we can insert as the following four 
types(…,Ri

s,…,Rj
s,…,Ri

t,…,Rj
t,…) 、 (…,Rj

s,…,Ri
s,…,Rj

t,…,Ri
t,…) 、

(…,Rj
s,…,Ri

s,…,Ri
t,…,Rj

t,…)、 (…,Ri
s,…,Rj

s,…,Rj
t,…,Ri

t,…).Adjust the position of i in each 
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In this example, we first select 2, 3, 5, 7, 8 as the main tasks. Considering combination 
in sequential, we have (2,4),(4,5),(6,5),(7,9). Considering mixed loading, we have combinations 
(1,3),(2,6),(4,6). Finally we get (8,1,3), (6,2,4,5), (7,9), and we need 3 vehicles, the value of 
objective function is 22555.  

The task queues are:  
Queue1: task group (8, 1, 3); the routine is 0→9→2→1→3→6→10→0; the distance is 

123.6km, and the load is 0, 2.5, 3.4, 0.9, 4.9, 0.9, 0 successively. The working time is 4.47h. 
Queue2: task group (6, 2, 4, 5); the routine is 0→7→3→4→5→11→0; the distance is 

154.8km, and the load is 0, 1, 4.9, 3.2, 2.7, 0 successively. The working time is 5.76h.  
Queue3: task group (7, 9); the routine is 0→8→12→8→0; the distance is 129.6km, and 

the load is 0, 3.7, 2.1, 0 successively. The working time is 3.93h, and the routine is shown in 
Figure1.  

By comparing with genetic algorithm or basic ant colony algorithm, we can find the one 
designed in this article has higher search efficiency and can get better results as shown in  
Table 2. 

 
 

Table 2. The comparison of experiment result 
Experiment Algorithm average success rate average total cost 

Genetic Algorithm 17% 33095 
Ant Colony Algorithm 27% 29265 

Grouping HeuristicsAlgorithm 48% 24685 

 
 

 
Figure 2. The comparison of three algorithms 

 
 

6. Conclusion 
For the complex transport scheduling problem, it’s hard to design efficient exact 

algorithm, so it’s necessary to find approximate algorithm. Constructing a proper heuristic 
algorithm and applying it to the problem to reduce the feasible zones, is a important problem for 
us. This paper aimed at a non-fully loaded, combined pick-up and delivery VSP, set up a more 
suitable changeable expenditure coefficient calculation model. Under the capacity and working 
time constraints, designed a grouping heuristic algorithm to solve this kind of complex VSP.  
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