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 The paper proposes a new general method for producing a multilevel 

permutation functioning as an m-tree traversal. It is composed of two basic 
steps: a random number generator of period length equal m to determine 
which child to traverse, and recursive permutation in which permutated the 
subtree if found. The test results proved that the suggested method of 
permutation is successful depending on the correlation measure. 
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1. INTRODUCTION 

A permutation of a set of objects is a particular ordering of those objects. This supposes that 
permutation of the set is a one-one correspondence from this set to itself. The constraints of a permutation 

can be simple for a specific manner [1]. Multi-permutations and in some cases of permutations that used in 

various applications in an information theory [2]. permutations have a special stabilizer multiplier [3]. 

Random permutation is seen as one of the fundamental problems in computer science [4]. A permutation 

scheme used for encrypting data [5], for example, in steganography the input is decomposed into parts, then 

these parts are transformed into another using a permutation [6]. Also, permutation schemes proposed for 

group analyses [7]. Using tree data structure concept to producing the permutations is one of the methods that 

used for obtaining a set of permutations [8-10]. Specifically, traverse of the tree has been utilized. However, 

it will enable to generate one permutation at a time. There are three methods of tree traversing: preorder, 

inorder, and postorder [11]. The different among these methods is that the order of visiting the parent node 

with respect the visiting of the child nodes.  

The preorder traverse is used in this work. Since, the parent node is visited before its child nodes. 
This allow to get the information firstly from the parent node then from child nodes. To continue tree 

traversing, the depth-first search approach is applied. The depth-first search accelerates the arriving to the 

leaves of tree without need to continue visiting the other nodes in the same level. For a moment, this lets the 

tree traversing to outrun many nodes on all levels (from the top of tree) to reach fast the bottom nodes. 

Following the depth-first search approach, when the leaves are reached, traversing will going upward to the 

nearest parent to visit other child nodes [12]. 

While each child node is associated with a distinct key value, and depending on a certain 

permutation for these values, then the order of visiting child nodes can be determined according to their 

values order on that permutation. If in some time the permutation has been changed, the traversing 
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consequently also will be changed. Actually, the work here focuses on two issues: the key values that are 

kept in the nodes and the order of reach them. 

The random number generator (RNG) is the subsequent generation of the integer sequence via the 

iterative equation [13-14]. RNG has a finite-state function that is capable of generating sequences of states 

which appear random-like from many aspects [15]. The RNG is a recursive relation that use an output from 

previous iteration as an input for the next iteration. The sequence of states has a full length when the RNG 

not repeat any state before all the possible states have been generated [16]. The RNG relation depends in 

initial state(s) [17]. 

In this paper, we develop a technique for permutation a sequence of values depending on the 

permutation of visiting child nodes when traversing through tree for suffling data. To change the order of 
child visiting, distinct values are given to each node to be used as a state values in a RNG. So, according to 

the state value generated by the RNG, the child node to be visited is determined. The recursive relation of 

RNG needs to recycle the same values after certain number of iterations. Suppose, for a positive integer value 

m, that m denotes the length of a full length sequences in RNG. An m-tree utilized these criteria. 

 

 

2. PROPOSED PERMUTATION 

For the problem of permutation, there are two given sets, a set X of n objects x_i and a set Y of n 

objects y_i , and asked to determine the permutation P:X→Y such that y_i = P(x_i) for i=1 ... n, where X and 

Y two sets their have exactly the same elements.  

 We use m-tree, where child nodes for each parent node are valued 0 to m-1. We assumed 0 as the 
value of the leftmost node, and m-1 as the value of the rightmost node. Figure 1 shows a diagram for m-tree. 

Definition 1: An m-tree is a tree such that each non-leaf node has exactly m child nodes. In which 

every child node has been assigned sequentially an integer distinct value between 0 and m-1 from the 

leftmost node to the rightmost node.  

 

 

 
 

Figure 1. m-tree 

 

 

In m-tree, every node has exactly m children, and all leaf nodes are at the same depth. If an m-tree 

has a height h, then the root node is not included in h, and it is given a height of 0. Constructing the m-tree is 

value-independent with the input sequence that has to be permutated. On the other hand, the length of the 

input sequence to be same as the number of leaves. 

 

2.1.   M-Tree and RNG 

For the permutation aim, the traversing path used to reach the leaves made unfixed. Controlling the 

changes in path done by using the states sequence of a RNG. The initial of the used RNG is taken as an 
argument for next level of m-tree. The used RNG works under the assumption that no state value is repeated 

unless all the m values are generated.  

Definition 1: The random sequence of size 𝑚, 𝑆𝑚, is an ordered sequence of distinct 𝑚 nonnegative 

integer state values, 〈𝑟0 , ⋯ , 𝑟𝑚−1〉, generated by a random number generator, such that ∀ 𝑟𝑠 ∈ 𝑆𝑚: 0 ≤ 𝑟𝑠 <
𝑚, and 𝑟𝑠 ≠ 𝑟𝑣 for any 𝑠 ≠ 𝑣 , where 0 ≤ 𝑠, 𝑣 < 𝑚.  

For example, if m =  16, then 5 states values in the sequence S16 could be r0 = 5, r1 = 14, r2 = 0, 

r3 = 9, r4 = 2. Since, the child nodes in m-tree have only the values from 0 to m − 1, then the generated 
state value can mention the child node number that has the order to be visited. This introduce what we called 

random m-tree.  

Definition 2: A random 𝑚-tree, denoted by 𝑟-𝑚-tree, is an 𝑚-tree, where child nodes are visited in 

order as the values in a sequence 𝑆𝑚.  
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That is, the value of r0 defines the child node number that visited firstly, and the value r1 defines the 

child node number that visited secondly, and so on. In r-m-tree, all nodes must be linked to one and only one 

value of rs, for 0 ≤ s < m.  

Definition 3: The parent node value of a child node 𝑟𝑠 ∈ 𝑆𝑚 is denoted by 𝜋(𝑟𝑠).  

 

2.2. R-M-Tree Traverse Approach 

The r-m-tree levels are called permutation levels, numbered in decreasing values from root with 

permutation level value h, shortly written as pl = h, to leaves with value pl = 0. Hence, if rs in pl = j, then 

π(rs) is in pl = j + 1.  

Following the depth-first search principle used in graphs data representation, the traversing 

approach start from the root node, until reach the leaves. When reaching a node in any pl, and before go 

depth to a lower level, wait for one rs value to be generated, to give a priority of visiting to a node. This 

principle is recurring always. Therefore, various order of sequence Sm elements, means different order in 
visiting nodes, consequently, the path to go ahead is different.  

The main constraint is each node in r-m-tree traversing is visited only once through all the 

traversing process. Since, a node rs in pl = 1 is not visited twice, therefore any child node x, where rs =
π(x), is must be visited in that time, before goes to next node in pl = 1. The visiting order of leaves depends 

on state values Sm. When all leaves that belong to a certain parent node rs in pl = 1 have been visited, 

traversing goes back to visiting another node x in pl = 1, which π(x) = π(rs). Also, the visiting order 

depends on permutated Sm. To generalize traversing approach, a triangle sub tree notion is introduced.  

Definition 5. A triangle 𝑟-𝑚-tree of 𝑟𝑠 in 𝑝𝑙 = 𝑗, denoted by ∆𝑟𝑠

𝑗
, is a sub 𝑟-𝑚-tree whose root value 

𝑟𝑠 ∈ 𝑆𝑚 occurs in 𝑝𝑙 = 𝑗, such that 𝑗 > 0.  

Error! Reference source not found. shows a diagram for triangle of rs in pl = j. For example, ∆10
2  

denote for a r-m-tree which has a root value 10 in pl = 2.  

Definition 4: For 𝑗 > 0, and 𝑟𝑠1
, 𝑟𝑠2

∈ 𝑆𝑚, it say a node 𝑟𝑠2
∈ ∆𝑟𝑠1

𝑗
when 𝑟𝑠1

= 𝜋(𝑟𝑠2
). 

Visually, a r-m-tree is a collection of triangle r-m-trees. Also, for any ∆rs

j
 and j > 1, there are 

exactly m triangle r-m-trees in the pl = j − 1. As a conclusion, ∆rs

j
 for some value rs, represent for a 

randomly complete-visited tree.  

 

 

 
 

Figure 2. A triangle r-m-tree of r_s in permutation level j 

 

 

Definition 5: Let {∆𝑟𝑠

𝑗
} is the set of all leaves in ∆𝑟𝑠

𝑗
, and |∆𝑟𝑠

𝑗
| is the size of {∆𝑟𝑠

𝑗
}. 

Proposition 1: For 𝑗 > 0, |∆𝑟𝑠

𝑗
| = 𝑚𝑗  ∀ 𝑟𝑠 ∈ 𝑆𝑚. 

Proof. If j > 0, ∀rs ∈ Sm node in pl = j has m child nodes, then  

 

|∆rs

j
| = ∏ m

j
i=1 = mj. ∎  

 

Proposition 2: For any two positive integers ℎ and 𝑗 such that 𝑗 < ℎ, there are 𝑚ℎ−𝑗 triangle 𝑟-𝑚-

trees of all 𝑟𝑠 in 𝑝𝑙 = 𝑗 > 0 in a 𝑟-𝑚-tree of depth ℎ.  

Proof. From Proposition 1, each rs in pl = j > 0 has |∆rs

j | = mj leaf nodes, similarly, the root node 

of depth h > 0, has |∆root
h | = mh leaf nodes, therefore the number of nodes in level j is 

 
|∆root

h |

|∆rs
j

|
=

mh

mj = mh−j ∎  
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Definition 6: Let 𝑆∆ = {∆𝑟𝑠

𝑗
: 0 < 𝑗 ≤ ℎ, 𝑟𝑠 ∈ 𝑆𝑚} called the set of all triangle 𝑟-𝑚-trees in 𝑟-𝑚-tree 

of depth ℎ > 1. And |𝑆∆| is size of 𝑆∆. 

Proposition 3: If 𝑟-𝑚-tree of depth ℎ > 1 then 

 

|S∆| =
mh−1

m−1
  

 

Proof. Since, the total number of triangle r-m-trees is equal the summation of triangle r-m-trees in 

all pl = j > 0 of an r-m-tree, then the solution of geometric series is in the following equation [18].  

 

|S∆| = ∑ mh−jh
j=1 =

mh−1

m−1
 ∎  

 

2.3. Offset Calculation 

Each node in r-m-tree assigned two values; a relative offset and an absolute offset. These two values 

are depend on the value of m and the height of tree h . The traverse path to reach a leaf node, measured by an 

absolute offset of its parent.  

Definition 7: The relative offset value of ∆𝑟𝑠

𝑗
 , denoted by 𝜕(∆𝑟𝑠

𝑗
), is the sum of |∆𝑥

𝑗
| for any 0 ≤ 𝑥 <

𝑟𝑠, such that 𝜋(𝑟𝑠) = 𝜋(𝑥). 

Proposition 4: 𝜕(∆𝑟𝑠

𝑗 ) = 𝑟𝑠 ∙ 𝑚𝑗. 

Proof. From the Definition 7, and use Proposition 1, if 0 ≤ x < rs then ∂(∆rs

j
), can be written as,  

 

∂(∆rs

j ) = ∑ |∆x
j |rs−1

x=0 = ∑ mjrs−1
x=0 =  rs ∙ mj ∎  

 

Definition 8: The absolute offset value of ∆𝑟𝑠

𝑗
 , denoted by 𝜑(∆𝑟𝑠

𝑗
), is the sum of 𝜕(∆𝑥𝑖

𝑖 ) for any 𝑗 ≤

𝑖 < ℎ, such that 𝑥𝑗 = 𝑟𝑠 and 𝑥𝑖+1 = 𝜋(𝑥𝑖).  

As a result of proposition 4, the absolute offset value of ∆rs

j
 be computed as,  

 

φ(∆rs

j
) = ∑ ∂(∆xi

i )h−1
i=j = ∑ (xi ∙ mi)h−1

i=j    

 

2.4 𝐫-𝐦-Tree Permutation Method 

Let an input sequence X = 〈x0. x1. ⋯ . xN−1〉, where N is equal to |∆root
h | in r-m-tree of depth h. 

Also, suppose an output sequence Y = ∅ in the beginning of algorithm. The following formula describes the 

permutation decision:  

 

Y = Y + x
rs+φ(∆π(rs)

1 )
 ∀ rs ∈ ∆π(rs)

1   (1) 

 

That is, in the current-end position of Y, add the element of X whose index is equal to the result of 

adding the value of rs to the absolute offset value φ(∆π(rs)
1 ). Set Y works as a queue to register the order of 

adding the elements, which is the reason for the permutation to be done this way. Formula (1) is generalized 

by Triangle Permutation, TP, algorithm to any offset could be calculated. The notation ∆x
1, for any node value 

of x, represent a randomly complete-visited sub tree in pl = 1, that has m children.  

For permutation purposes, must repeat the formula (1) for all rs ∈ ∆π(rs)
1 . If rs2

= π(rs1
), then the 

formula (1) is repeated with all triangles in pl = 1, according to the following loop: 

 

For each rs2
∈ ∆π(rs2)

2  do  

 

Y = Y + x
rs1 +φ(∆rs2

1 )
 ∀ rs1

∈ ∆rs2

1  (2) 

 

The proposed Multi-Level Permutation, MLP, algorithm works recursively to generalize the formula 

(2) to cover all triangles in r-m-tree, under assumption that a session of triangle to be permuted is launched 

by the traverse path, and no triangle permuted twice. Error! Reference source not found. shows the 

proposed algorithms. Error! Reference source not found. shows a diagram for possible relation between 

sequences X and Y.  
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Figure 3. TP and MLP algorithms 

 
 

Because the traverse is starting from the root node of a tree, which has an absolute offset value 0 

and pl = h, then the first call to start use the proposed algorithm is MLP(0. h). As with normal algorithm 

recursion calls, a stack records all previous values were used before the call. MLP algorithm passes a new 

value for absolute offset each time there is a call to a deeper level. When the call ends, it reuse the previous 

absolute offset. 

 

 

 
 

Figure 4. Possible relation between input and output sequences 

Proposition 5: MLP algorithm is correct.  

 

 

Proof. MLP algorithm is an application of depth-first traverse under preorder approach, only the 

difference is the order of visiting child nodes that done according to the sates generated by a used RNG. 

Since the permutation is states dependence, the correctness of RNG states is ensure the correctness of 

proposed algorithm.  

Proposition 6: If the input sequence has 𝑚ℎ elements, ℎ > 0, then the running time of MLP 

algorithm is 𝛩(𝑚ℎ).  
Proof. The recurrence relation for MLP algorithm is the following: 

 

𝑇(𝑚ℎ) =  {
𝛩(𝑚) 𝑖𝑓 ℎ = 1

𝑚 ∙ 𝑇(𝑚ℎ−1) + 𝛩(1) 𝑖𝑓ℎ > 1
  

 

Solving the recurrence give us: 𝑇(𝑚ℎ) = 𝛩(𝑚ℎ). 
 

 

3. NUMBER OF PERMUTATIONS 

There is N! possible permutations for a set of N elements [19]. The proposed algorithm coordinates 

the permutation for a set of N = mh elements by traversing all the triangle r-m-trees. Depending on 

parameters of the used RNG, the MLP algorithm generates only one of these N! possible permutations in 
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every time it is used. With successive varying in RNG parameters, the maximum number of possible 

permutations is,  

(m!)|S∆|  
 

Proposition 7: If using MLP, the maximum possible permutation for a sequence length 𝑁 = 𝑚ℎ is,  
 

(𝑚!)
𝑚ℎ−1

𝑚−1   
 

Proof. Since Sm is a sequence of m elements, there are m! possible permutation for its elements. 

Hence, each triangle r-m-tree has m! possible different order of visiting its m child nodes. And, because 

there are |S∆| triangle trees, then the total possible permutations for all triangle trees is (m!)|S∆|. According to 

Proposition 3, the total possible permutations by r-m-tree permutations is: 

 

(m!)
mh−1

m−1  ∎  
 

 

4. REVERSE THE PERMUTATION 

The MLP algorithm used to reverse the permutation, i.e. get X from Y, the MLP algorithm is used to 

call Inverse Triangle Permutation, TP−1, algorithm when the pl = 1. Error! Reference source not found. 

shows the steps of TP−1 algorithm. The absolute offset φ (∆rs1

1 ) is added to the value of rs2
 to calculate the 

index of location in X where to put the value of current-first element of Y, denoted by y0. The set Y is used as 

queue where y0 is the extracted element from the beginning of queue Y. After each allocation step, a new 

element y0 is  

taken from Y. 

 

 

 
 

Figure 5. Inverse triangle permutation 

Proposition 8: Algorithm 𝑇𝑃−1 is correct.  

 

 

Proof. MLP algorithm calculate φ (∆rs1

1 ) value, and TP algorithm generate rs2
 value, then the 

element of X at location (φ (∆rs1

1 ) + rs2
) is pushed at the end of Y. That is, the elements of Y are in the same 

order they were added. MLP algorithm is used again to calculate the same φ (∆rs1

1 ) value, and TP−1 

algorithm generate rs2
 in the same way TP algorithm does, then the element extracted from the beginning of 

Y into the location (φ (∆rs1

1 ) + rs2
) of X. ∎ 

The running time for inverse permutation is also Θ(mh). 

 
 

5. TESTING AND PRACTICAL WORKS 

In testing MLP algorithm, linear congruential generator (LCG) is used because of simplicity as a 

RNG [20]. LCG is a recurrence relation yields a sequence of nonnegative numbers defined as: 

 

Si+1 = ( a ∙ Si + b ) mod m  

 

For all levels, the following LCG parameters are used:  

m = 64, a = 189, b = 47, S0 = 50  
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The correlation coefficients between the original sequence and the permutated sequence for each 

sample are shown in Error! Reference source not found.. The samples are selected according to differences 

in their original histograms. The correlation results for 24 sample set for Xs, where each sequence X =
{x: 0 ≤ x ≤ 255}, and |X| = 65536 elements. Each sequence X is divided to 16 parts. Each part of (64)2 
elements is implemented  

as r-64-tree of depth h = 2 visited according to LCG random generator. The correlation is calculated for the 

sequence X as one set. 

 
 

Table 1. Sample of Correlation Results 
X# Correlation  X# Correlation  X# Correlation 

1 0.072321126  9 0.018605276  17 0.00620841 

2 0.47566501  10 0.013133362  18 0.012102133 

3 0.100649146  11 0.06639886  19 0.027639506 

4 0.061073278  12 0.025166674  20 0.010722534 

5 0.015872294  13 0.078569469  21 0.027580224 

6 0.023976741  14 0.07015351  22 0.01103299 

7 0.01597167  15 0.090477404  23 0.017008948 

8 0.010068363  16 0.068917077  24 0.099960463 

 

 

6. RESULTS  

An r-m-tree works as, firstly, divide an input sequence of N elements into m partitions, secondly, 

each partition is also divided into m sub partitions, and so on, until reach a partition of only one element 
inside. A permutation decision is taken, when reaching a leaf node, and all other crossed nodes through the 

traversing path are used for stretch the permutation. Generally, increasing the number of permutation levels 

of the tree will engage more possible paths. 

We find that our proposed algorithm is a permutation to m-block objects, where each object itself 

could be a permutation to m-block objects or its simple a permutation to m elements. This can be seen clearly 

if the height of tree is 1, in this time N =  m, which is become a permutation for one block of size N. In this 

situation, the quality of permutation is full-dependent on the used random number generator for our proposed 

MLP algorithm. The proposed permutation algorithm is used for permutation or inverse permutation without 

slightly change in two algorithms: TP and TP−1.  

 

 

7. CONCLUSION  

In this paper, we have addressed a new method for producing a multilevel permutation functioning. 

The proposed method depends mainly on two basic steps, random number generator (RNG) to determine 

which child to traverse, and recursive permutation in which permutated the subtree. Our algorithm takes only 

O(n) time to getting one permutation out of (m!)
mh−1

m−1  possible permutations. We develop a continuation-
based method for finding a permutation using the new parametrization and the RNG.  

The permutation is a changeable because of its generating method that is depending completely on a 

RNG that be selected in implementation.  
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