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 The conjugate coefficient is the very establishment of an variety of the 

conjugate gradient methods for solving unconstrained optimization problems. 
Based on Dai-Yuan technique, a new extension method was proposed. In 
contrary to the CG classical method, this proposed method employs a 
coefficient that has an important role in constructing the new method with 
less computational efforts. This proposed method was found to be efficient 
on the basis of theory analysis and also numerical results to show the 
efficiency of the proposed method. Keywords: 
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1. INTRODUCTION  

The technique of conjugate gradient is useful in finding the problem’s minimum value. Consider this 

formula: 

 
nR  x,  )( xfMin  (1) 

 

where RRf n :  is smooth [1]. The iteration technique is often used to solve Equation (1) and it is 

written as: 

 

 , 1 kkkk dxx   (2)  

 

where k  is the step length. In any complete conjugate gradient method, the step length k  is regularly 

chosen to satisfy the firm line search conditions. As the most eminent line search conditions, Wolfe line 

search necessitates that: 
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T
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k gddxgd  )(  
  (4) 

 

where  0 . More details are found in [2].  Therefore, this study will focus on the CG method whose 

direction of search is written as: 

 

,11 kkkk dgd    (5) 

 

k  is a scalar known as the CG update and 1kg  is gradient. Different CG techniques chiefly convert into 

varied selections for the CG update, as reviewed in [3]. 

In convergence properties, the conjugate gradient method proposed by Dai and Yuan [4] is generally 

believed to be one of the best CG techniques. The CG update of the Dai and Yuan (DY) technique is given 

by: 

 

k

T

k

k

T

kDY

k
yd

gg 11   
(6) 

 

where kkk ggy  1  .  

We utter that the search directions 1kd  satisfy the sufficient descent condition if: 

 
2

111   kk

T

k gcdg
  (7) 

 

where c  is a positive constant. More details on performance profile are given in [5]. Now we make 

extension of the Dai - Yuan conjugate gradient technique and  analyze its convergence. 

 

 

2. EXTENSION OF THE DAI - YUAN CONJUGATE GRADIENT TECHNIQUE 

Attempting to make an extension on the CG update suggested by Dai and Yuan through multiplying 

(5) with 1kg  and using (6), this equation is obtained: 
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which with (6) gives an equivalent formula to (6): 
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dg 11                                          
 (9) 

 

For more details can be found in  [6]. Obviously, if the Hessian matrix of f  is non negative definite, the  

majority efficient search direction at kx  will be the Newton direction: 

 

1

1

1

2

1 )( 



  kkk gxfd                                    (10) 

 

The Hessian matrices satisfy the secant equation: 

 

kkk ysxf   )( 1

2
 (11) 

 

where kkk xxs  1 . 
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Suppose that I  denotes the identical matrix and assume that a matrix )( 1

2

 kxf  is desired with 

a simplified construction satisfying the secant equation. Specifically, this formula is desired: 

After some algebraic manipulations one obtains : 

 

111

2 )(   kkk Ixf                                     (12)  

 

So, the equation of secant is formed as follows: 

 

kkk ys 1                                               (13) 

 

This equation describes the most popular spectral gradient method for optimization with the 

direction of search: 
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                                               (14) 

 

where 1kd , which is defined in (14), would be replaced by 1kd  in  (8), the following equation is obtained: 

 

k

T

k

k

T

k

k

k
dg

gg 11

1

1 






                                  (15) 

 

If a step - length k  is inexact, then: 
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Denoted this formula procedure as
BDY

k . Definitely, more sufficient test would be required 1k . The 

coefficient 1k  plays an important role in the current method. It can be computed by the formula: 

 

  k

T

kk

T

kkkk sysgff /2/1 111                                                                             (17) 

 

This coefficient defines the most popular Yuan method [7]. The Extension algorithm is presented below and 
called Algorithm BDY. 

 

Algorithm BDY 

0 : Given constants )1,(),1,0(,0    and 
nRx 0 . Let 0,00  kgd . 

1 : Examine a stopping criterion. If yes, then stop; if not, continue with  the next step. 

2 : Define a step length k  using a proper line search. 

3 : Let  , 1 kkkk dxx   and compute 
BDY

k  by (16). 

4 : Compute the search direction kkkk dgd   11 .  

5 : Set 1 kk  and continue with step 1. 

 

 

3. CONVERGENCE ANALYSIS 

In this paper, )(xf  is assumed as that : 

1. For a given 
nRx 0 , the function )(xf  has lower bound on  )()(: 0xfxfRx n  . 

 

2. A positive constant L exists; so: 
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 yxyxLygxg ,,)()(   (18) 

 

where   is an open convex set. That is to say, the gradient )(xg  is Lipschitz continuous in  . More 

details are found in [8, 9]. 

  

Theorem 1 

Suppose that the search direction 1kd  is created by (5), and 11 k . Then the descent condition 

holds, i.e., 

 

011  k

T

k dg               (19) 

 

Proof: 

This  theorem is  proved  by  induction.  As 
 00 gd  ,  there  is  0

2

000  gdg T
.  

Assume that 0k

T

k dg  for all nk . Through multiplying (5) by ,1kg  the following equation is 

obtained: 
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Since k

T
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T
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T

k dgdgdy  1 , then : 
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From above equation we get: 
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From above equation we get : 
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where ))1(1/( 111 kkkk l    and k

T
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1  kk ll        (25) 

 

and  

 

))1(1/( 111    kkk  (26) 

 

where 0)1(1/( 11    kk . The above equation to get : 
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Therefore, the proof is complete. 

 

Due to playing an important role in analyzing the convergence property for conjugate gradient, 

Zoutendijk’s condition [10] will be proved to be a part of the proposed Algorithm in this study.  

 

Lemma 1 

Let that 1kd  is generated by (5) and step size k  fulfills (3) and (4), if )(xf  satisfies the 

Assumptions, then :  
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holds. 

 

Theorem 2 

Let that Assumptions 1 and 2 are held, and that the search direction 1kd  is calculated by the 

formulation in the second step, then:  

 

0inflim 1 
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k

g                 (29) 

 

Proof: 

Now, equation (29) can be proved by contradiction, assuming that there is a constant 0  such  

that :  

 

0,1  kgk                                                                           (30) 

 

Since ,11 kkkk dgd   then the result is the following equation: 
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Dividing both sides of (31) by 
2

11 )(  k

T

k gd  and using (24), the following formula is obtained:  
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which, along with (26), can yield: 
 

11 k                                                                                                                (33) 

 

Using (32) and (33), the following equation can be obtained: 
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Using (34) recursively and noting that ,
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Then, from this equation and (30), the following formula can be derived: 
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and this denotes that: 
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This is in contrary to the Zoutendijk condition (28). Thus, (29) holds. 

 

 

4. NUMERICAL  RESULTS AND DISCUSSION 

In this paper, the algorithm of extension was tested and compared to the method of Dai-Yuan [4]. 

For comparing methods employed in this study with other classical ones, the gradient errors will be checked 

for measuring the criteria of stop for algorithms. In general, the iteration will be forced to stop when the 

gradient norm satisfies this inequality: 

 
6

1 10

 kg                                                                                                                       (38) 
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By employing the process of Wolfe line search, the parameters will be selected as follows: 

 

001.01    and  9.02  .                                                                                   (39) 

 

In this study, experiments were conducted on 30 problems of unconstrained optimization test of 

Andrei’s collection with the dimensions 100 and 1000; for details see Andrei [11]. Optimization problems is 

an important tool in all papers optimization [12-15]. The comparing data contain number of iterations (IN), 

the number of restart (NR) and the number of function evaluations (NF) (Table 1). Using Fortran 90 to code 

this methods. 

 
 

Table 1. Comparing different conjugate gradient methods with different test functions 

P. No. n 
DY  algorithm BDY  algorithm 

NI NR NF NI NR NF 

1 100 27 8 14 26 7 13 

 1000 26 8 13 25 7 13 

2 100 28 7 11 25 5 9 

 1000 49 15 23 48 14 22 

3 100 125 29 83 125 29 83 

 1000 629 106 393 550 90 342 

4 100 21 5 10 13 3 6 

 1000 29 7 15 26 7 13 

5 100 61 15 40 61 11 37 

 1000 101 27 64 79 22 49 

6 100 19 6 10 19 6 10 

 1000 35 12 22 19 6 10 

7 100 151 26 79 137 24 73 

 1000 156 28 85 153 25 81 

8 100 28 8 10 28 8 11 

 1000 33 10 15 29 11 13 

9 100 59 12 31 47 10 25 

 1000 51 10 26 54 11 28 

10 100 173 37 111 163 33 105 

 1000 767 160 493 583 117 373 

11 100 133 26 85 126 25 83 

 1000 381 71 243 347 69 229 

12 100 136 24 87 136 24 87 

 1000 421 58 250 400 63 241 

13 100 47 11 30 53 4 29 

 1000 62 15 37 62 14 36 

14 100 33 9 17 40 11 20 

 1000 48 12 22 35 9 16 

15 100 60 11 35 56 12 36 

 1000 55 14 35 54 8 31 

Total  3944 787 2389 3519 684 2077 

 

 

Problems numbers indicant for : “1. is the Extended Beale, 2. is the Penalty, 3. is the Perturbed 

Quadratic, 4. is the Extended Tridiagonal 1, 5. is the Generalized Tridiagonal 2, 6. is the Extended 

Himmelblau, 7. is the Extended Powell, 8. is Extended Cliff, 9. is the Extended Wood, 10. is the Quadratic 

QF2, 11. is the DIXMAANE (CUTE), 12. is the Partial Perturbed Quadratic, 13. is the Broyden Tridiagonal, 

14. is the LIARWHD (CUTE), 15. is the Generalized quartic GQ2.”.  

The summary of our results in Table 2. The result presented in Table 2 imply that BDY method 

improved over the performance of DY method. The improvement of method BDY over DY is 13 %, in 

average, of the iterations number, and 13 %, in average, of the restart number  and  10 %, in average, of 

function evaluations number. 

 

 
Table 2. Ratio of algorithm BDY cost to DY cost 

NF NR NI  

100    % 100    % 100    % DY algorithm 

89. 22 % 86. 91 % 86. 94 % BDY algorithm 
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5. CONCLUSION 

An extended method of nonlinear DY conjugate gradient was proposed in this paper. The extended 

direction refers to the descent direction. Analysis of convergence analysis was carried out and the statistics 

showed that the proposed technique is efficient for the given problems of nonlinear optimization test. 
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