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 The quality of cluster result and the learning speed of Self-organizing map 
(SOM) are dependent on the initialization of weights since the initial values 

for weight vectors affect the performance of SOM training when applied to 
clustering. In this paper, the improvement of SOM was achieved with the 
application of the Nguyen-Widrow algorithm to initialize weights. Nguyen-
Widrow initialization algorithm is a method for initialization of the weights 
of neural networks to speed up the training process. Performance of the 
modified SOM was determined in terms of cluster error rate and the number 
of iterations to achieve convergence using different datasets and results show 
that the modified SOM algorithm produces better cluster results and 
improved training speed compared to traditional SOM.  
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1. INTRODUCTION 

Clustering is an essential analytical method in data mining wherein objects within a dataset are 

grouped into clusters of objects with high similarity. Among clustering algorithms, the self-organizing map 

(SOM) [1], an artificial neural network (ANN) model, has found wide application in industry, finance, 

natural sciences, and linguistics [2-4]. This is due to the ability of SOM to represent multidimensional data in 

much lower dimensional space-usually in one or two dimensions. 

Clustering of data using the SOM algorithm is achieved mainly by two steps: 1. training the data 

with the initialized parameters, and 2. clustering of data. SOM training results depend on the initialization of 

the weight vector along with the learning parameter and training inputs. The final values of these weights are 

then used for clustering [5]. 
Clustering performance of SOM is greatly dependent on the initial weight. With real-world datasets 

being high-dimensional, the complexity of SOM tends to increase resulting in the increase in the training 

time if initialization of weights is not proper [6]. The choice of these initial values for weight vectors affects 

the performance of SOM training when applied to clustering. The proper approach of initialization of the 

weight vector can contribute significantly to the improved performance of SOM. 

Commonly, weights in SOM are randomly initialized with a low, close to zero value from the range 

of neurons observed in the data resulting in misclustering. Random initialization has the drawback of 

scrabbling the neurons, thus rfiguiring greater processing or computational time to finish the mapping 

satisfactorily. With this, the quality of clustering results together with learning speed is greatly affected [7-8]. 

Therefore, it is important to find the way in which the training of the SOM algorithm can be improved. 
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Approaches concerning weight initialization have been carried out using several algorithms, such as 

combining Kmeans++ and SOM [9], Frequency Sensitive Competitive Learning (FSCL) [5], Principal 

Component Analysis (PCI) [7]. Performance of these initialization techniques depends on data distribution. 

Dimensionality reduction was also considered using different weight initialization strategies, PCI, Kernel 

Principal Component Analysis (KPCI), Fuzzy C-Means and Random initialization [6]. Furthermore, the 

initial value of neuron’s weight and the number of clusters was addressed by using Fuzzy Subtractive 

Clustering (FSC) with SOM [10]. 

Nevertheless, the Nguyen-Widrow [11] has not been implemented for weight initialization in 
clustering. Hence, this study apply for the first time the Nguyen-Widrow initialization to eliminate the 

random weight initialization of the traditional SOM. Nguyen-Widrow initialization algorithm is a weight 

initialization method developed by Derrick Nguyen and Bernard Widrow [11] for improving learning speed. 

The algorithm uses small random numbers of values which are assigned for weight initialization [12]. This 

method generates initial weights and bias values for a layer so that active regions of the layer neurons will be 

distributed evenly over input space. This speeds up the training process by setting the initial weights of the 

first layer so that each node is assigned its own interval at the start of the training [13-14]. When applied to 

optimize the backpropagation algorithm, the Nguyen-Widrow was able to produce the best accuracy level 

and accelerate the training process [15]. Optimal performance was achieved at the backward process by 

adapting the learning rate parameter capable of affecting the value of the weighting and reduced the number 

epoch [16]. Furthermore, when the neural network is trained with conjugate gradient training algorithm 

having Fletcher-Reeves update, Nguyen-Widrow algorithm converge faster and also generalize better than 
other weight initialization technique [17]. Nguyen-Widrow weight algorithm was also applied on image 

compression using multilayer feed-forward artificial neural network. All weights in the network are adjusted 

in an identical manner using Nguyen-Widrow, and thus prevent the error function from being reduced. The 

Nguyen-Widrow improved the execution training time and peak-signal-to-noise (PSNR) [18]. 

Hence, this study implements the Nguyen-Widrow initialization for SOM weight initialization. This 

is expected to achieve faster learning by reducing training time. The performance of the improved SOM is 

evaluated in terms of error rate and the number of iterations needed to converge to final clustering. 

 

 

2. PROPOSED METHOD 

The SOM is consists of the input layer and the output layer. The input layer is one-dimensional and 
each data item is associated with an n-length of vector elements, while the output layer consists of radial 

units typically organized in one or two-dimensions. The map, as shown in Figure 1, is an array of nodes 

called neurons. Each node is a vector of N weights [1]. In this study, the Nguyen-Widrow algorithm is used 

to initialize the weights rather than random initialization.  

 

 

 
 

Figure 1. SOM architecture 

 

 

Steps for Improved SOM algorithm: 

Initialization. Initialized weights with small random numbers with the interval [-0.5, 0.5]. A 

magnification factor is defined by the relation: 
 

𝛽 = 0.7 ∗ 𝐻(1/𝑛) (1) 

 

where H is the number of hidden units and n is the number of inputs. The weights are randomly 
selected in the interval [-1, 1] and then scaled using (2):  



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Improving self-organizing map with nguyen-widrow initialization algorithm (Maureen Nettie N. Linan) 

537 

𝑤𝑖𝑗 = 𝛽 ∗  
𝑤𝑖𝑗(𝑟𝑎𝑛𝑑𝑜𝑚)

‖𝑤𝑖𝑗(𝑟𝑎𝑛𝑑𝑜𝑚‖
 (2) 

 

where 𝑤𝑖𝑗 is the first layer weight vector [12].  

Set the learning rate (). Randomly select the input vector. 
Competition. Find the winning neurons using Euclidean function (3): 

 

𝑐 = ( {‖𝑤𝑖(𝑡) − 𝑥(𝑡)‖}1<i<mn
MIN  (3) 

 

where 𝑥(𝑡) and 𝑤𝑖(𝑡) are the input and weight vector of neuron i at iteration t respectively. This 

winner is called the best matching unit (BMU) of the input data pattern.  

Updating. Select the spatial neighbors of winning neuron. Adjust the weight using (2): 

 

𝑤𝑖(𝑡 + 1) = 𝑤𝑖(𝑡) + ℎ𝑐,𝑖(𝑡)[𝑥(𝑡) − 𝑤𝑖(𝑡)] (4) 

 

where ℎ𝑐,𝑖(𝑡) is a Gaussian neighborhood function: 

 

ℎ𝑐,𝑖(𝑡) = 𝛼(𝑡) ∙ 𝑒𝑥𝑝 (−
‖𝑟𝑐−𝑟𝑖‖2

2𝜎2(𝑡)
) (5) 

 

where r is the coordinate position of the neuron on the map, 𝛼(𝑡) is the learning rate and 𝜎 (𝑡) is the 

width of the neighborhood radius. Both 𝛼(𝑡) and 𝜎 (𝑡) are decreased monotonically using the following: 

 

(𝑡) = 𝛼(0) (
𝛼(𝑇)

𝛼(0)
)

𝑡/𝑇

 (6) 

 

𝜎(𝑡) = 𝜎(0) (
𝜎(𝑇)

𝜎(0)
)

𝑡/𝑇

 (7) 

 

where T is the training length. For all the input data, the same process is repeated from the random 

selection of input to weight adjustments [19]. Table 1 presents the proposed algorithm for improved SOM. 

 

 

Table 1. SOM with Nguyen-Widrow Algorithm 
ALGORITHM: SOM with Nguyen-Widrow algorithm 

1. Initialization of weights using Nguyen-Widrow initialization algorithm  

a. Initialized all weights 𝑤𝑖  of hidden layers with random values over the 

interval [-0.5 to 0.5] 

b. For each hidden layer, calculate beta value 𝛽 using (1) 

c. For each synapse  

i. For each weight 

Adjust weight, 𝑤𝑖𝑗 by dividing it with the norm of weight for 

neuron and multiplying beta value using the (2). 

2. Randomly select an input vector 𝑥(𝑡)  

3. Determine the “Best Matching Unit (BMU)” c, using the Euclidean distance formula (3). 

4. Update the weight vector of the neurons using (4). 

5. Repeat steps 2 to 5 for all the input data. 

 
 

3. RESEARCH METHOD 

The experiments were performed on different datasets. Results were checked for the proposed 

method as well as the previous methods that were used for initializing weights. Parameters considered for 

measuring the performance were the quality of cluster results in terms of error rate and the training speed in 

terms of the number of iterations. 

Five datasets from UCI Machine Learning Repository [20] were used to test the algorithm: the iris, 

wine, seeds, diabetes, breast cancer datasets. The iris dataset consists of 150 samples belonging to one of 

three clusters. Each class has 50 samples with 4 attributes. On the other hand, the wine dataset contains 178 

samples with 13 attributes belonging to one of three clusters. The seeds dataset has 210 instances belonging 

to one of the three clusters. Each instance has 7 attributes. The diabetes dataset has 768 instances with 8 
attributes for each instance whereas the breast cancer dataset has 286 instances with 10 attributes. Instances 

in both diabetes and breast cancer datasets belong to one of the two clusters. To achieve better clustering 
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result and to avoid the negative effects produced by noise and outliers, all data were pre-processed using data 

cleaning normalization schemes. The data were normalized using the (8): 

 

=
𝑋𝑖−𝑚𝑖𝑛 (𝑋𝑟)

𝑚𝑎𝑥(𝑋𝑟)−𝑚𝑖𝑛(𝑋𝑟)
 (8) 

 

where Xi is the raw data, min(Xr) the smallest value in Xr, and max(Xr) the largest value in Xr. 

The SOM algorithm was performed on each dataset. 70% of the dataset was used for training and 

30% for clustering. Using random value as initial weight vectors, the dataset was trained with an initial rate 

of 0.9 and an error limit of 0.01 was set to stop the training process. Tables 2 and 3 present the initial 
parameters setting for SOM clustering. 

 

 

Table 2. Initial Parameters Setting for SOM (Iris, Wine, Seeds) 
Parameters Value 

Initial learning rate 0.9 

Initial weight vector Random 

Error threshold 0.01 

Dimension 1 x 3 

 

 

Table 3. Initial Parameters Setting for SOM (Diabetes, Breast Cancer) 
Parameters Value 

Initial learning rate 0.9 

Initial weight vector Random 

Error threshold 0.01 

Dimension 1 x 2 

 
 

Figures 2 and 3 shows the process flow and the sequence diagram of the SOM with random 

initialization respectively. The input vectors are randomly selected once weights value has been initialized. 

The winning neuron is computed using the Euclidean distance formula. Weights are then updated. The 

process is repeated for all the input vectors. The final weights generated from the training phase was used as 

the initial weight for clustering.  
 

 
 

Figure 2. The process flow of SOM with random initialization 

 

 

Furthermore, the improved SOM algorithm was also performed on each dataset with 70% of the 

dataset was used for training and 30% for clustering. Nguyen-Widrow algorithm was used to initialize the 

weight vector. An initial learning rate of 0.9 was set for each dataset train the data and an error limit of 0.01 

to terminate the process. Initial parameters for improved SOM is presented in Tables 4 and 5.  

The input vectors are randomly selected. BMU is determined using the Euclidean distance formula. 

Weights are updated. The process is iterative for all the input vectors. Clustering is performed using the final 

weights as its initial weights. The process flow and the sequence diagram of the improved SOM with 
Nguyen-Widrow initialization are shown in Figures 4 and 5 respectively.  
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Table 4. Initial Parameters Setting for Improved SOM (Iris, Wine, Seeds) 
Parameters Value 

Initial learning rate 0.9 

Initial weight vector Nguyen-Widrow initialization 

Error threshold .01 

Dimension 1 x 3 

 

 

 
 

Figure 3. Sequence diagram for SOM using random initialization 

 

 

 

Table 5. Initial Parameters Setting for Improved SOM (Diabetes, Breast Cancer) 
Parameters Value 

Initial learning rate 0.9 

Initial weight vector Nguyen-Widrow initialization 

Error threshold .01 

Dimension 1 x 2 

 

 
 

Figure 4. The process flow of the SOM with Nguyen-Widrow algorithm 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 15, No. 1, July 2019 :  535 - 542 

540 

 
 

Figure 5. Sequence diagram for improved SOM using Nguyen-Widrow initialization 

 

 

The performance comparison was based on the cluster error rate and the number of iterations. Error 

rate computation was done using (9), as follows: 

 

𝐸𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 % =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑒𝑑 𝑑𝑎𝑡𝑎

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎
 (9) 

 

Meanwhile, the number of iterations needed to achieve convergence to final clustering was noted 

and used as the measure for the speed of the algorithm. 

 

 

4. RESULTS AND ANALYSIS 

The results of the study reveal that using the Nguyen-Widrow initialization algorithm for initializing 
weights value of SOM yields better cluster result as compared to random initialization. This is noteworthy 

evidence on the superiority of Nguyen-Widrow’s initialization algorithm against random initialization 

techniques as claimed [13].  

The improved SOM using the Nguyen-Widrow initialization algorithm has improved the initial 

weights thus obtaining a better quality of cluster result. This further resulted in an observable decrease in 

error rate with an average of 23.80 %. Thus, the improved algorithm has a lower error rate as compared to the 

traditional SOM in all datasets that were tested. Table 6 presents the performance comparison of traditional 

SOM and improved SOM based on the error rate.  

 

 

Table 6. Performance Comparison Of SOM and Improved SOM Based on the Error Rate 
Datasets SOM Improved SOM 

Iris 0.08890 0.06668 

Seeds 0.07937 0.05952 

Wine 0.09250 0.06938 

Diabetes 0.30303 0.23636 

Breast Cancer 0.27907 0.21767 
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Furthermore, a reduction in the number of iterations was recorded in all datasets using SOM with 

Nguyen-Widrow initialization. The improved SOM performs faster since it has lesser number of iterations to 

converge to final clustering than traditional SOM as presented in Figure 6. A reduction of an average of 

7.39% on the number of iterations was recorded using improved SOM as compared to traditional SOM thus 

improving the training time. This was because Nguyen-Widrow initialization is known to accelerate the 

training process in a neural network [14-16]. Thus, the improved SOM yields a better quality of cluster 

results and speeds up the training speed which led to improved processing time. 

 

 

 
 

Figure 6. Performance comparison of SOM and Improved SOM based on the number of iterations 

 

 

5. CONCLUSION 

The improved SOM performs better in terms of cluster error rate and the number of iterations to 

converge to final clustering as compared to the traditional SOM. Using the Nguyen-Widrow algorithm for 

initialization of weights in the SOM thus yields better cluster result and improved training speed of the 

algorithm in terms of the number of iterations. 
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