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 The paper presents the snake species identification by using natural language 

processing. It aims to help medical professionals in predicting the snake 

species for snake-bite treatments based on the patient’s description of the 

snake. The decision in suitable anti-venom critically depends on the type of 

snake species. Wrong anti-venom may result in severe morbidity and 

mortality. This research investigates the human perception and the selection 

of words in describing a snake based on their visual view. The descriptions 

were presented in unstructured text, and the NLP processing involves pre-

processing, feature extraction and classification. Four machine learning 

algorithms (naïve Bayes, k-Nearest Neighbour, Support Vector Machine, and 

Decision Trees J48) were used during training and classification. Our results 

show that J48 algorithm obtained the highest classification accuracy of 

71.6% correct prediction for the NLP-Snake data set with high precision and 

recall. 
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1. INTRODUCTION  

Snakes that are cold-blooded vertebrates falls into two categories; venomous and non-venomous. 

Many venomous snakes have appeared in many countries, and they are a real threat to the public safety and 

health. There are more than 3000 species of the snake nowadays, 600 of them are venomous, and over 200 

are considered important in medical record [1]. Highest medical important treatments are snake bites from a 

highly venomous snake that are necessary to be recognized since they can cause severe pain and even death 

(e.g., Black Mamba, King Cobra, Indian Krait). Secondary medical important snake bites are due to the 

venomous snakes (e.g., Albino Burmese Python, Ball Python, Red Rat Snake) that can result in disability and 

severe pain but in less impacted due to their activity or maybe because of the habitat that near of human 

population. In Malaysia, the five-year review of snakebite patients shows that there were 260 cases of snake 

bites reported, and 52.9% of the snake bites were from unknown [2].  

In many emergency cases, one has to identify the snake species merely based on the text description 

given to them by the victim or witness without any graphical aids. Being able to recognize the type of snake 

based on the description of the people have become very important in social and medical progression. 

To perform optimal clinical treatment, the diagnosis of the snake species responsible for the snake bite is 

crucial. The slightest delay might give result in severe morbidity and mortality. Thus, it is imperative to 

precisely and concisely determine the type or species of the snakes. The collected information is important to 

identify if the snake is venomous or not, thus helps medical professional to determine the suitable anti-venom 

and further treatment plan. 
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Typically, snake species are recognized manually based on the visual features such as head shape, 

skin color, eye shape, and body shape. This process requires knowledge of characteristics of the snakes 

which is not quite common for most people where only the experts have this useful knowledge. Considering 

the difficulty faced by most people in identifying the snake species, the main aim of this work is to perform 

species recognition based on the description from the witness or victim in unstructured text form.  

In this work, an intelligent system that will help the medical professional to be able to predict the 

type of the snake based on the description in the unstructured text by using natural language processing 

(NLP). Common perception and words used by many different people to describe many different types of 

snakes will be analyzed. The text will be preprocessed, relevant keywords will be extracted based on their 

weight in the context, and these keywords will be used as features during classification by machine learning 

to learn and predict the species of snakes. 

Limited studies have been conducted for species recognition by using machine learning. Butterfly 

species recognition in [3] uses neural networks to recognize butterfly species based on butterflies’ shape. The 

branch length similarity (BLS) entropies from the boundary pixels of a butterfly shape were extracted in this 

study. Wood species recognition was proposed by Zhao et al. [4, 5] and Zamri et al. [6]. In [4] and [6], image 

based features (color, texture, and spectral features) were extracted to identify the wood species by using the 

back propagation neural network. In [5], k-nearest neighbor (k-NN) was used to classify wood species 

through images. Image-based plant species recognition by using k-NN was also suggested by Faria et al. [7].  

Christiansen et al. [8] use a k-NN classifier to discriminate animal and non-animal based on heat 

characteristics of objects. While in the work of Yu et al. [9]., Support Vector Machine (SVM) has been used 

to extract features and classify images of 57 animal species captured by camera traps with an average 

classification accuracy of 82%. 

To our knowledge, the closest work to our research can be found in [10] and [11]. In these works, 

automatic snake species identification techniques from snake images were proposed by using machine 

learning algorithms. Amir et al. [10] applied texture based approach as features, while James et al. [11] used 

features describing top, side and body views of snake images. In contrast, NLP was utilized in our work to 

enable snake species recognition through text-based information from a human. 

 

 

2. RESEARCH METHOD  

This work involved the collection of the text-based description of snakes based on the presented 

snake images by using survey methods (questionnaire). Then, important features were extracted by using 

term frequency – inverse document frequency (TF-IDF), and these features were provided to machine 

learning algorithms to learn and predict the snake species using Weka tool [12].  

 

2.1.   Raw Data Collection 

60 respondents from multiple ranges of age participated in the questionnaire survey during data 

collection process. The respondents were shown with series of snake’s pictures. Images of three species of 

snakes (Naja Tripudians, Boa Constrictor, and Dog-Toothed Cat) were used in this survey. After that, the 

respondents were asked a few questions in a questionnaire to describe the snake image that they had seen 

based on their perception and opinion of the snake. They were allowed to use their own words to explain the 

snakes’ characteristics. Two examples of snake images are shown in Figure 1.  

During the survey, the respondents are guided towards explaining the eight physical characteristics 

of the snake – that plays a major role in deciding what kind of the snake that is venomous or non-venomous. 

A snake observer is always using these characteristics to recognize the snake species: 

a) Length of its body 

b) The shape of its body 

c) Its head and neck shape  

d) The color and pattern on its body 

e) Scale texture 

f) Eye pupil shape 

g) Tail scales 

h) Anal plat division 

180 samples of unstructured text represent the snakes’ description are obtained from the 

questionnaire.  
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(a)  

 
(b) 

 

Figure 1. Two examples of snake images from the species of Dog-Toothed Cat (a) and Boa Constrictor (b) 

 

 

2.2.   Text Pre-processing 

The method of pre-processing text is the first step and an important step in text mining techniques. 

Pre-processing is performed to minimise the dimensionality of the representation space which included [13]: 

a) Data tokenization 

Tokenization was performed using Weka to break down a text into pieces of words. In this work, 

tokenization is broken into words. Example of tokenization is shown as follows: 

Input: I saw a green snake, and it has two fangs 

Output: I, saw, a, green, snake, and, it, has, two, fangs 

b) Stemming 

Stemming is the process of finding the root of the word from different word forms, where the 

suffixes and prefixes will be removed. A word such as “playing” and “played” can be stemmed as “play”. 

Stemming was needed as it prevents overflow of the different word with the same meaning in the libraries. 

Example of stemming process shown as follows:  

Input: I, saw, a, green, snake, and, it, has, two, fangs 

Output: I, see, a, green, snake, and, it, has, two, fang 

c) Symbols and Stop-word elimination 

The stemmed text obtained previously underwent the process in removing all the special symbols 

such as ‘(‘, ‘)’, ‘#’, ‘!’, ‘?’, ‘_’, ‘+’, ‘-‘,‘*’, and ‘/’. Stop word or stop word list are the set of common word 

that human use every day in any language. It does not have less significant meaning in the text or paragraph. 

Common words (e.g. “a”, “an”, and “the”) are eliminated by using stop-word removal function in Weka. This 

process can minimise the dimensionality about 15% to 20% reduction in the collected data [13]. 

Input: i, see, a, green, snake, and, it, has, two, fang 

Output: i, see, green, snake, it, has, two, fang 

 

2.3.   Feature Extraction using TF-IDF 

A high number of words in the text description will cause high dimensionality of the representation 

space during training and testing. Therefore, in this work, TF-IDF weighting is used to identify important and 

relevant keywords from each description. These high weighting keywords will be extracted as important 

features and will be used to optimise the training process. Term frequency (TP) represents how many times 

the number of the word that occurs in a single text or document. We used a flexible filter 

named StringtoWordVector in Weka to convert string attributes into a set of word vector which represents 

the words occurrence. Below are three examples of a snake description by a human in text form and how 

feature extraction is done. 

Example: 

Text 1: “I saw a long and a green snake.” 

Text 2: “The green snake is a dangerous snake.” 

Text 3: “The long snake is scarier.” 

After pre-processing, the text will be as follows: 

Text 1: I, see, long, green, and, snake 

Text 2: green, snake, be, dangerous, snake 

Text 3: long, snake, be, scary 

TF-IDF weight of a term is calculated as follows: 

(a) Calculate term frequency (TF) 

(b) Calculate document frequency (DF) and the inverse of the DF (IDF). 

(c) Compute TF-IDF  

The normalized TF is measured according to Equation (1). 
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𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑇𝐹 =  
𝑁𝑜.𝑜𝑓 𝑡𝑒𝑟𝑚 𝑡ℎ𝑎𝑡 𝑜𝑐𝑐𝑢𝑟𝑟𝑒𝑑 𝑖𝑛 𝑡ℎ𝑒 𝑡𝑒𝑥𝑡

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜 𝑜𝑓 𝑤𝑜𝑟𝑑 𝑖𝑛 𝑡ℎ𝑒 𝑡𝑒𝑥𝑡
 (1) 

 

In reality, each text will contain different size, and usually, the value of TF will be higher than an 

example of TF in Table 1. Next, the text will be normalized based on its size by dividing TF by the total 

number of terms.  

 

 

Table 1. TF Basic Calculation for Text 1, Text 2 and Text 3 
Text 1 i see long and green snake 

TF 1 1 1 1 1 1 

Norm TF 0.167 0.167 0.167 0.167 0.167 0.167 

Text 2 green snake be dangerous   
 TF 1 2 1 1   

Norm TF 0.200 0.400 0.200 0.200   
Text 3 long snake be scary   

TF 1 1 1 1   
Norm TF 0.250 0.250 0.250 0.250   

 

 

In TF, all terms being treated as equal. In contrast, the inverse document frequency (IDF) is a 

measure of how much information the word provides across all text or documents. Thus, IDF is computed as 

following Equation 2: 

 

𝐼𝐷𝐹 =  log (
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑥𝑡𝑠

𝑁𝑜.𝑜𝑓 𝑡𝑒𝑥𝑡 𝑖𝑛 𝑤ℎ𝑖𝑐ℎ 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑡𝑒𝑟𝑚 𝑖𝑠 𝑎𝑝𝑝𝑒𝑎𝑟𝑒𝑑
) (2) 

 

For example, the term of the “green” was used to find IDF: 

Total no. of texts: 3 

Number of texts with term green on it: 2 

𝐼𝐷𝐹 (𝑔𝑟𝑒𝑒𝑛) = 𝑙𝑜𝑔 (
3

2
)     

Table 2 shows the example of measured IDF value for terms that appeared in all the text.  

Finally, TF-IDF weight is measured using Equation (3). 

 

 

Table 2. Inverse Document Frequency 
Terms IDF 

I 0.477 

see 0.477 

long 0.477 

and 0.477 

green 0.176 

snake 0.000 

be 0.176 

dangerous 0.477 

scary 0.477 

 

 

𝑇𝐹_𝐼𝐷𝐹 = 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑇𝐹 ∗ 𝐼𝐷𝐹 (3) 
 

 

Table 3. Example on word occurrences in TF-IDF 
Words Text 1 Text 2 Text 3 

i 0.080 - - 

see 0.080 - - 

long 0.080 - 0.120 

and 0.080 - - 

green 0.029 0.035 - 

snake 0.000 0.000 0.000 

be - 0.352 0.044 

dangerous - 0.095 - 

scary - - 0.120 

 

 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Snake species identification by using natural language processing (Nur Liyana Izzati Rusli) 

1003 

From the example in Table 3, the word “snake” is considered common due to it is an occurrence in 

all description with weight value of 0.000. In another word, the word “snake” is not significant in 

determining the characteristic of a snake described in each text. Therefore, a word with zero or low weight 

will be considered irrelevant feature and omitted during training and classification. 

 

2.4.   Training and Classification 

In supervised classification, training must be first conducted, and classification task follows this. 

The training involves building a model based on one or more numerical and categorical variables such as 

attributes or features. Classification is a text mining task of predicting the value of a categorical variable such 

as target or class.  

Four machine learning algorithms were chosen to perform these tasks. They are naïve Bayes [13], 

Support Vector Machine (SVM) [14], k-Nearest Neighbours (k-NN) [15], and decision tree J48 [16]. In this 

work, 180 samples of text-based description collected from 60 respondents will be used for training and 

classification. Due to limited sample, in order to obtained more accurate result, 10-fold stratified cross 

validation was applied to ensure the validity of our result be conducted for each algorithm. The training and 

classification processes were performed on different sets of the data as to generalize the new information.  

 

 

3. RESULTS AND ANALYSIS  

The questionnaire was filled by the society through social media as the medium, and we obtained 

180 samples from 60 participants. Each participant was asked to describe three snake images (representing a 

species each). The raw dataset in text form then was imported into an Attribute-Relation File Format (ARFF) 

file. Then, preprocessing and feature extraction were performed. ARFF file is less memory intensive, faster 

and better for analysis because it includes meta data about column header and data column. 

Converting a word to a vector is simply a mechanism to input and process words for any natural 

language processing task. As mentioned in Section V, during preprocessing, Weka package was used to 

convert word into the vector. This results in 483 attributes were found in the dataset. Then, features 

extraction methods such as stop word elimination, stemmer, and tokenizer were performed. Finally, TF-IDFT 

transform was executed to calculate the weight of each word in each document.  

These feature extraction tasks result in a reduction of the dimensionality of attributes to 30%. After 

features extraction, the number of attributes decreases to 346 attributes. Hence, the resulting data set which 

called the NLP-Snake data set consists of 180 samples with 346 attributes. 

 

3.1.   Classification Accuracy 

Classification accuracy is presented as a percentage where 100% is the best an algorithm can 

achieve. Four machine learning algorithms decision tree J48, SVM (Linear Kernel), naïve Bayes, k-NN are 

selected as classifiers in this project. The performance of the classifiers as reported in Figure 2 illustrates the 

correctly and incorrectly classified instances. Figure 2 indicates that J48 has the highest percentage of 

71.67% followed by SVM with 68.33%. Naïve Bayes obtained 61.11% which then followed by k-NN by 

55.56% as the lowest percentage obtained for correctly classified instances.  

For incorrectly classified instances, J48 obtained the lowest percentage of being incorrectly 

classified instances with 28.33%. This then followed by 31.67% for SVM, 38.89% for naïve Bayes. k-NN 

obtained the highest proportion of incorrectly classified instances by 44.44%. Hence, J48 achieves the 

highest percentage of correct prediction compared to SVM, k-NN, and naïve Bayes for the NLP-Snake 

dataset. 

 

 

 
 

Figure 2. The accuracy of naïve Bayes, k-NN, SVM, and J48 for NLP-Snake dataset 
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3.2.   Precision and Recall 

Regarding probabilistic interpretation, precision and recall are not interpreted as ratios. Instead, they 

are interpreted as probabilities. Precision is the probability that a selected data is relevant while recall is the 

probability that a selected data is correctly retrieved. Precision and recall both are statistical measures of 

performances of a machine learning algorithm. The outcomes were shown in Figure 3 and Figure 4. 

Figure 3 illustrates the precision performances obtained in Weka interfaces after ten training and 

classification were carried out. It shows that the highest precision outcome of machine learning algorithms 

for Boa Constrictor was k-NN by 87.2%, the second highest is J48 by 78.9%, the second lowest precision for 

Boa Constrictor is 62.1% followed by naïve Bayes as the lowest precision by 60%.  

 

 

 
 

Figure 3. The precision performance of naïve Bayes, k-NN, SVM, and J48 for three snake species in NLP-

Snake dataset 

 

 

 
 

Figure 4. The recall performance of naïve Bayes, k-NN, SVM, and J48 for three snake species in NLP-

Snake dataset 

 

 

The highest precision of machine learning algorithms for Dog-Toothed Cat is J48 with 69.4%, SVM 

with 64.6%, followed by naïve Bayes with 57.9% as the second lowest precision and k-NN with 56% as the 

lowest precision. For Naja Tripudians, the highest precision is J48 by 87.2%; the second highest precision is 

SVM by 78.9%, followed by the second lowest precision for Naja Tripudians is naïve Bayes by 64.7%. 

Moreover, the lowest precision is obtained by k-NN with 51.6% only. 

Figure 4 shows that the highest recall outcome of machine learning algorithms for Boa Constrictor 

was J48 by 75%, the second highest is SVM by 60%, the second lowest recall for Boa Constrictor is 55% in 

naïve Bayes followed by k-NN as the lowest recall by 18.3%. 

The highest recall of machine learning algorithms for Dog-Toothed Cat is J48 that goes by 71.7%, 

SVM and k-NN share the same outcome by 70% and naïve Bayes by 55% as the lowest recall. For Naja 

Tripudians, surprisingly the highest recall is k-NN by 78.3%, the second highest recall is SVM by 75%, 

followed by the second lowest recall for Naja Tripudians is naïve Bayes by 73.3%. J48 obtains the lowest 

recall with 68.3% only.  
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In general, for precision and recall performance among the four algorithms for the NLP-Snake data 

set, J48 shows the most precise percentage were obtained for each snake species. It also has the highest 

accuracy compared to SVM, k-NN and naïve Bayes. 

 

 

4. CONCLUSION  

The paper demonstrates the preliminary result for the recognition of snake species by using natural 

language processing. Human description of snake images from three species was collected through a survey 

in social media. The resulting raw data set contains a textual description of snake characteristics by a human. 

The pre-processing and feature selection was then performed. The feature extraction task involves stop word 

elimination, stemming, word tokenizer and TF-IDF transform. The processed data set, named NLP-Snake 

dataset, consists of 346 attributes with 180 samples. Then, the performance of four machine learning 

algorithms (naïve Bayes, k-NN, SVM and decision tree J48) are evaluated for training and classification. All 

in all, the overall performances show that the J48 is the best and suited for text classification task, in 

particular, to identify snake characteristic in natural language task.  

In the future, we aim to collect a larger data set by involving a greater number of snake species and 

more participants. By doing so, more accurate results are expected for real-world implementation. 
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