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 The proper mapping in case of allocation of available tasks among particles 

is a challenging job to accomplish. It requires proper procedural approach 
and effectual algorithm or strategy. The deterministic polynomial time for 
task allocation problem is relative. The existence of proper and exact 
approach for allocation problem is void. However, for the survival of the grid 
and executing the assigned tasks, the reserved tasks need to be allocated 
equally among the particles of the grid space. At the same time, the applied 
model for task allocation must not consume unnecessary time and memory. 
We applied Particle Swarm Optimization (PSO) for allocating the task. 

Additionally, the particles will be divided into three clusters based on their 
energy level. Each cluster will have its own cluster header. Cluster headers 
will be used to search the task into space. In a single cluster, particles 
member will be of same energy level status such as full energy, half energy, 
and no energy level. As a result, the system will use the limited time for 
searching task for the remaining tasks in it if a particular task requires 
allocating half task to a particle. 
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1. INTRODUCTION  

Task allocation problem in the grid computing is a NP-Complete problem [1], [10]. No obvious 

solution is available for any NP-Complete problems. Task allocation in grid computing plays a vital role in 

terms of executing the job and further scheduling of the job.  

The growth of system throughput is proportional to the effective task allocation model [2].  

A smarter algorithm for task allocation’s most advantageous result in polynomial time doubtfully exists [3]. 

Therefore, optimal solution strategies must be intelligent as well as fast and energy & memory saving. 

PSO is an algorithm that follows a collaborative population-based search model [4]. Each individual 

node of the entire population called particles; those roam around in a 2D or 3D space. The objective of those 

particles is to look for the optimal solution within the multidimensional space. Particles have the capabilities 
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of adjusting and finding the best optimal point based on their own and neighborhood particles’ knowledge. 

Based on that knowledge they move towards their own best position point or neighbors’ best position point 

on the space. PSO act is calculated according to a predefined fitness function [5]. 

This paper is the upgraded version of [6]. Where we have shown how the fuzzy logic can be used for 

allocating the task in full and half status among the ants or particles with availability of full, half or no energy 

level status. However, we have not focused on effective searching technique for finding the task within the 

grid in a short amount of time. In this paper, we are going to use PSO as our searching technique of available 

task as well as we will show how the cluster depends on energy level of the particles effects the task 

allocation procedure. 

 
 

2. LITURATURE REVIEW 

In [7], heuristic algorithm called PSO algorithm is proposed for the task assignment problem for 

homogeneous distributed computing systems. The performance of PSO algorithm is evaluated in comparison 

with well-known GA algorithm for a number of randomly generated mapping problem instances. The results 

showed that the PSO algorithm solution quality is better than that of GA in most of the test cases.  

An improved discrete particle swarm algorithm is proposed in [8] to solve task assignment problem in 

distributed computer system. In [8], they redefine the coefficient multiplying velocity operator in discrete 

particle swarm with probabilistic selection for velocity and derive a redefined position updating formula.  

The position vector is transformed from the continuous values to the discrete values based on SPV (small 

position value) rules, accordingly, a permutation formed in [9]. Approach of [10] is to generate an optimal 
schedule to complete the tasks in a minimum time as well as utilizing the resources in an efficient way.  

A version of Discrete Particle Swarm Optimization (DPSO) algorithm for grid job scheduling is used in [10]. 

Scheduler of [10] aims at generating feasible solutions while minimizing makespan and flowtime 

simultaneously.  

According to [11], a pheromone-based task allocation and coordination control scheme was 

introduced. Based on pheromone technique, a prototype implementation system is established to coordinate 

and control a hybrid shop floor control system. A load balanced task allocation algorithm on social spider 

optimization is proposed in [12]. The algorithm first balances the load before it schedules the transactions to 

the appropriate nodes in the grid environment. 

 

 

3. FORMAL PROBLEM DEFINATION AND BACKGROUND 
We have shown each individual particle search for the task in the space. However, this approach has 

a problem lies in it. Suppose, system is planned to allocate a ―FULL TASK‖ status task T among the particle. 

A particle P with half energy level status arrived and requested for the task. According to algorithm,  

the existing full task will be split into half (T/2) and will be allocated to P. For rest of the half task, system 

will again start searching for allocating rest of the half part. According to this approach, for allocating a 

single task system need to search twice and that is wastage of time and memory of the grid. 

 

 

4. PROPOSED METHOD 

We have shown how to allocate the task within a minimum time but for searching the tasks 

effectively, we have not shown any approach. The PSO is the one of the best solution for searching the task 
within a grid. Many models are been proposed already that we mentioned in our literature review section.  

According to our proposed model. The particles or nodes are in different states of energy level. 

Therefore, by using PSO we are going to make three clusters based on the energy level of the particles.  

The clusters will be Full Energy Cluster (FEC), Half Energy Cluster (HEC) and No Energy Cluster (NEC). 

Each cluster will have a header called Energy Cluster Header (ECH). At the global neighborhood level,  

the particles will individually search for the geographical head of the cluster. The head will store the 

information about the energy level of the cluster. Initially three heads will be defined by the system.  

One head will be responsible for gathering the particles who has the full energy available. Rest of the two 

heads will store the information of all particles that is in half and no energy level state respectively.  

Primarily, based on the energy level, a particular particle will search for the geographical head that 

is shown in Figure 1. Within a period, all particles will be gathered at their designated cluster shown in 

Figure 2. Then the cluster will search for the task to be assigned from the system shown in Figure 3.  
The particles will follow the movement of its own geographical head. When a head of a cluster will 

be assigned a task, by using fuzzy logic a full task can be divided into two similar half tasks shown  

in Figure 4. 
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Let us assume a scenario, where we have a geographical head for half energy level particle hhalf. 

Under hhalf there are three particles are available, they are p1, p2 and p3. The hhalf searched for the ―full task‖ 

level task t1 using PSO. However, the particles have half energy available in them. Therefore, at this moment 

t1 will be split into half two tasks and will be assigned to p1 and p2. Now both particles p1 and p2 are in No 

Energy Level state. As a result, they will start searching for the No Energy Level geographical head and these 

procedures will be repeated and continued until all tasks are finished executing by the particles.  
 

 

 
 

Figure 1. Three particles searching for HEC 
 

 

 
 

Figure 2. Three particles found HEC 
 

 

 
 

Figure 3. HEC searched and found a FULL TASK 

 
 

Figure 4. Because of HEC, Task splits in half and all 

parts of the tasks assigned to p1 and p2 to execute 

 

 

5. METHODOLOGY 

a) PSO for Particles 

According to our proposed method, initially the particles will is randomly deployed into the space. 

Then they search for the Energy Clusters Head (ECH) based on their energy level. At the beginning all,  

the particle will consist of full energy. Therefore, they start searching for the Full Energy Cluster Head 

(FECH). After converging, the FECH start searching for available tasks available into the space. At this 

section, we are using the simple PSO algorithm for searching ECH. Algorithm is demonstrated in Figure 5. 
 

 

Inputs for Algorithm 

Particletotal , Sizeproblem,  

 Random Initial Particle Position Ƥosi
k = Randomposition (Particletotal)

   

[Ɐ k ∈ N : f(iteration) and i= (1,2,3…N) ],  

ACoeff1 = ACoeff2=1,Initial Velocity Vi
k=0, 

Myk
best,i= ∅ and Global best=∅, maximum iteration Kmax 

 

The Algorithm 

1. For each particle FOR (i=1 to Particletotal) 

a. Set Vi
k
=0, Ƥosi

k 
= Randomposition (Particletotal) 

2. Myk
best,i= { 

 

3. Find global best position, 

 Globalbest = min { Myk
best,i} 

 

4. Set a Random number ƞ1 and ƞ2 within [0,1] 

5. Update the velocity of particle to find the ECH using, 

Vk+1
i = Vk

i + (ACoeff1 * ƞ1) (Myk
best,i  - Ƥosi

k)  + +(ACoeff2 * ƞ2) 

(Global best,i
k
  - Ƥosi

k) (1) 

6. Update the particle’s position towards the ECH using, 

Ƥosi
k+1  = Ƥosi

k + Vk+1
i      (2) 

7. Find the objective function value 

8. Update the iteration (k) value 

9. Return global best value, return Globalbest 

10. Stop iteration if all particles converge to similar values or 

reached to the Kmax 

11. Set a converge flag value on ECH 

 

Myk
best,i 

Ƥosi
k
,i 

If fk
i> Myk

best,i 

 
If fk

i< Ƥosi
k
,i 
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Figure 5. Algorithm for searching ECH by particles 

According to the algorithm of Figure 5, all the particles reach towards their designated ECH. If all 

particles reached to the ECH, then the ECH start searching for tasks using PSO algorithm. 

 

 

b) PSO for ECH 

ECH has particles as followers. The movement of the particles is dependable on the movement of 

ECH. Based on the flag value ECH understands that all possible particles has arrived to the cluster and now 

start searching for task start using following PSO algorithm demonstrated in Figure 6. 

 
 

Inputs for Algorithm 

Particletotal , Sizeproblem,  

Random Initial ECH Position Ƥosi
k = Randomposition 

(Particletotal)
 n[Ɐ k ∈ N : f(iteration) and i= (1,2,3…N) ],  

ACoeff1 = ACoeff2=1, 

Initial Velocity Vi
k=0,Myk

best,i= ∅ and Global best=∅,  

maximum iteration Kmax, task status Taski where Taski = {full 

task ŦF, half task ŦH },  

energy level status of particle PARengr = {Full Energy EngrF, 

Half Energy EngrH and No Energy EngrN}, fuzzy (Taski, 

PARengr ) 

The Algorithm 

1. For each ECH FOR (i=1 to Particletotal) 
a. Set Vi

k=0, Ƥosi
k = Randomposition 

(Particletotal) 
  

2. Myk
best,i= { 

 

3. Find global best position, 

 

 Globalbest = min { Myk
best,i} 

 

4. Set a Random number ƞ1 and ƞ2 within [0,1] 

5. Update the velocity of particle to find the ECH 

using, 

Vk+1
i = Vk

i + (ACoeff1 * ƞ1) (Myk
best,i  - Ƥosi

k) + 

(ACoeff2 * ƞ2) (Global best,i
k
  - Ƥosi

k)   (3) 

6. Update the particle’s position towards the ECH 
using, 

Ƥosi
k+1 = Ƥosi

k + Vk+1
i   (4) 

7. Find the objective function value 

8. Update the iteration (k) value 

9. Return global best value, return Globalbest 

10.  Stop iteration if all particles converge to similar 

values or reached to the Kmax 

11. Get the task from system and find the status of the 
task & required energy level. 

12. Distribute the assigned tasks using fuzzy (Taski, 

PARengr ) 

 

Figure 6. Algorithm for searching and distributing tasks by ECH 
 

 

Under the computation grid, we have assigned forty swarm particles. In simulation environment,  

the maximum iteration was set to 100. Upper bound and lower bound was 1.0 and 0.0 respectively. 

 

 

 

Myk
best,i 

Ƥosi
k
,i 

If fk
i> Myk

best,i 

 
If fk

i< Ƥosi
k
,i 
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6. RESULT AND DISCUSSION 

For implementation our algorithm we coded basic particle swarm optimization algorithm using 

JAVA. Run under a machine with configuration of Intel Pentium (R) CPU G630 @ 2.70GHz, 2GB memory 

and OS Windows 10. To measure the efficient searching of the task we measured the iteration number for 

converging to the similar values by particles and ECHs.  

The iteration number is high if we deploy individual particles for searching tasks among the space. 

On the other hand, the iteration number decreases in terms of using the ECHs for searching the tasks on the 

space. For Individual Particle following function is used and tried to find x and y that minimize the function: 
 

ƒ (x, y) = (3.1482 - x + x * y4)2 + (2.81 - x + x * y2)2 + (3.2 - x + x*y)2  (5) 

 

Where, 1 ≤x ≤4, and -1 ≤ y ≤1. 

The simulation is done using Eclipse, Version: Neon.3 Release (4.6.3). For both algorithm the setup 

of individual particle is same. However, space is different that is defined by functions. Setup for Individual 

Particles: 

a. Swarm Particles = 40 

b. Maximum Iteration= 100 

c. Dimension of the Problem = 2; 

d. Value C1 = 1.0; 

e. Value of C2 = 1.0; 
f. Upper bound Value = 1.0; 

g. Lower bound Value = 0.0;  

The Figures 7. and 8., show the execution trace of PSO algorithm for individual particle.  

The simulation took ninety-nine iterations to find the converging point. At 99th iteration the best of X is 

2.9769656985602913 and Y is -0.08295184247553182. For ECH, we used following function and tried to 

find x and y that minimize the function: 

 

ƒ (x, y) = (3.229 - x + x * y4)2 + (2.528 - x + x * y2)2 + (2.29 - x + x*y)2 (6) 

 

Where 1 ≤x ≤ 4, and -1 ≤ y≤1 

The Figures 9. and 10. show the execution trace of PSO algorithm for ECH particle. The simulation 
took eighty-four iterations to find the converging point. At 84th iteration, the best of X is 3.115943660339216 

and Y is 0.31551574685964867. 

 

 

 
 

Figure 7. Sample of iterations from 0 to 5 when 

individual Particles searching for tasks 

 
 

Figure 8. Sample of iterations from 96 to 99, X & Y 

values and solution for Best X and Y when 

individual particle searching for tasks 
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Figure 9. Sample of iterations from 0 to 5 when ECH 

searching for tasks 

 
 

Figure 10. Sample of iterations from 80 to 84, X & Y 

values and solution for best X and Y when ECH 

searching for tasks 
 

 

Result shows the ECH particles can find the task faster than the individual particles. In case of 

individual particles, when it gets the task, in the case it will have limited memory.  

If a task required full energy level to complete and the particle has only half energy available,  

then the optimal solution of task allocation not possible to achieve. Because, the system needs to waste time 

to find another particle that has half or full energy state.  

On the other hand, the main benefit of ECH is, system does not need to waste time for searching the 

other particles for assigning the task. In this situation, system will easily find another desired particle within 

the cluster.  

If the cluster is Full Energy Cluster (FEC) than system does not need to find another particle, 

because task required full energy. On the other hand, if the cluster is Half Energy Cluster (HEC), then system 
will be able to assign rest of the half task to another particle that is the member of that same HEC.  

Our proposed cluster based algorithm is 15.16% efficient that is shown in Figure 11. The blue bar 

represents the number of particles that is 40 and red bar represents the total time requires in second to 

allocate tasks among those 40 particles. The algorithm without the energy cluster system needs 99 seconds 

(assume, 1 iteration = 1 second). On the other hand, the algorithm with the energy cluster system needs 84 

seconds. Therefore, the result indicates that task allocation can be completed within a minimum number of 

iteration and short time. 

On the other hand, Figure12 clearly illustrates that our EC based PSO algorithm is performing better 

than Discrete Particle Swarm Optimization (DPSO) and PSO. Where DPSO and PSO needed 50 and 7.9 

iterations but our proposed EC based PSO needed only 2.1 iterations for each particle. 

 
 

 
 

Figure 11. Efficiency of the proposed algorithm 

using Energy Cluster (EC) 

 
 

Figure 12. Comparison of number of iteration for 

each particle with other PSO Algorithms 
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7. CONCLUSION 
In this paper, we build an algorithm where initially particles try to find the header of different energy 

status based cluster within the space. Then energy clusters start searching and executing the tasks.  

During allocation, system does not waste time to find another particle with desired energy level within  

the space.  

The particle, which satisfies the energy level status, will be found as a member of the energy cluster. 

So, the task allocation among the particles become efficient and time consumption is minimized effectively. 

Further research can be done for allocating task in three-dimensional spaces. We did not focus on the issue 
whether task allocation can be done by system itself or by the energy cluster header. 
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