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 In the socio-economic world, the human resources are in the most top phase 

of the enterprise evolution. This evolution began when the arithmetic, 
statistics are applicable over a vast of opportunities and used to identify 
problems and support decision. However, analytics has been emerged to 
provide predictions and understand the people performance based on 
available data. In light of this vast amount of information, human resources 
services need to deploy a predictive management model and operating 
system of analytics that can be an efficient and an instead solution that can 
respond to the gaps of the traditional existing ones and facilitate the decision 

making. In this paper, we present a literature review of this HR analytics 
concept and a case study concerning the impact of interventions using an 
analytics solution. 
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1. INTRODUCTION 
Over the past years, Human Resources experts spend a lot of time and effort producing the report, 

managing the business planning and trying to better understand customers but now the emergence of 

analytics methods facilitated the task and solve complex problems in the case of decision making [1],  

and made organizational management able to understand what they don’t yet know [2].  

HR analytics is a systematic application of predictive modeling using sophisticated statistics and 

quantitative analyses tools that enterprise uses to predict things and apply them to extract value from 

information [3], for a better understanding of customer and employee behaviors. For example, what might 

drive the best performance, or what might cause employee change the company? The question arises here is: 

how can HR analytics help with improving the business and performance? 

 

 

2. HR ANALYTIC MODEL  
HR has adopted the usage of technology and demonstrate huge impact on the HR practices and 

processes [4] so Human Resource analytics (HR analytics) emerged as a reliable business management 

model, uses analytics capabilities to make a decision [5]. It is about analyzing and understanding how and 

why things happen, produces alerts about what is the next best actions, and make interpretation about what is 

the best and the worst that can happen, Moreover HR decisions are based on reporting and predictions and no 

longer on feelings [6], for example, it answers business questions to predict and get information about: 

a) The employee who probably has good performance. 

b) The employee who is likely to leave. 

c) The impact of some intervention. 

d) Candidates are likely to succeed in the company.  
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e) Which could lead to high performance? 

f) What might cause customers to leave the purchase? 

g) The risk of losing money on the new business investment. 

h) The expectation regarding the payment of direct and indirect costs. 

i) The best way to minimize costs and fees. 

j) The impact of each intervention. 

It is clear that the traditional methods of human resources management cannot answer most of these 

questions, it needs to collect large amounts of HR data and analyze it using analytics tools in order to extract 
value and knowledge. As soon as the company starts to analyze the problems of employees using the 

available data, it is engaged in HR analytics as shown in Figure 1 [7]. 

 

 

 
 

Figure 1. HR analytics perspectives 
 

 

3. TYPES OF ANALYTICS 

To better understand this concept of analytics, it is necessary to understand it, through its three 

types, which summarize its role and goals. 

 

3.1.   Descriptive Analytics 

This type of analytics also known as business reporting provides an interpretation and extrapolation 

of historical data to understand the major change in the company and provide insight into the past event [8]. 

Its main result is making the raw data understandable for the various components of the company (managers, 

investors, and other stakeholders…), this allows the company to answer the questions of “what happened” or 
“what happening” [9] like: 

a) How many products have been delivered last months? 

b) What is the average sales volume for the last month? 

c) What is the rate of the products returned for last month? 

d) What are the best-selling products? 

e) How many customers registered last month? 

f) How much paid for the direct and indirect costs last year? 

This analytics type uses many techniques and tools such as data mining, and data aggregation to 

provide information and creates a summary of historical data and prepare it for further processing in order to 

provide insights and predictions that can help to understand why and how some event happened and explain 

why some results occur, all while trying to improve employee engagement and productivity. 

 

3.2.   Predictive Analytics 

Predictive analytics is a branch of analytics come as a kind of analytic modeling, involves several 

statistical tools that can analyze current and historical events in order to provide insights and make 

predictions about unknown events and/or about future [10]. 

HR experts use this type to deploy future business planning to predict the problems before they 

occur, discover new services and more opportunities to reduce time, increase productivity and minimize 

risks. Its major outcome is to answer the question of “ what will happen? “ or “ why will  

it happen? ” Examples:  

a) Who is the most likely employee to leave our organization? 

b) What is the risk of losing on new project investment? 

c) What will be the revenue if sales service decreases by X percent?  
d) What will the revenue be if a boycott is applied for an X time? 

e) What will happen if supplier prices increase by an X percent? 

f) What do we expect to pay for X services over the next year? 
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By answering these questions, the company explores the results to find new patterns and 

relationships to improve their performance through its various business areas, operations, finance,  

and marketing. 

 

3.3.   Prescriptive Analytics 

Prescriptive analytics is the final stage of analytics. It describes the actions to be taken to avoid 

future risk or to take full advantage of a promising trend, using historical data, and external information due 

to the nature of statistical algorithms to identify opportunities and identify the reasons behind failure or 

success. Prescriptive analytics uses sophisticated tools and technologies, like machine learning, business 

rules, and algorithm. It answers the question of “ what I should do? ” and/or “ why should I  
do it? ” [11], Examples: 

a. What is the alternative plan to maintain maximum profit if X employee leave?  

b. How many products do we need to sell to maximize revenue? 

c. What is the best way to minimize costs and fees? 

The answers were given by this model help the company set new criteria for success and failure in 

order to transform the business with reliable predictions to improve efficiency and reduce costs. Figure 2 

shows the analysis levels of the business analytics which clarifies that descriptive analytics provide insights 

into the past, predictive Analytics help to understand the future and prescriptive analytics to advise on 

possible outcomes. 

 

 

 
 

Figure 2. Business analytics view 

 

 

4. HR INFORMATION SYSTEMS AND DATA 

As we show previously, HR analytics can bring many benefits to the company using available data 

come from several sources to extract meanings through a systematic analysis [12]. In this section, we present 

examples of information sources examples, the analytics systems existed and different stages of preparing 

and analyzing data. 

 

4.1.   Information Sources 

The available information varies greatly in its volume, its format, and the speed depending on the 

type of the company. It is necessary that information combine data typically managed by the HR department, 

customer satisfaction and operational data. It is noted that decision-making needs the right kind of 

information, the complete information and the ability to synthesize and make sense of the information in an 
organizational context [13]. This data expanded, linked and analyzed with several tools in order to find what 

really happening in the organization and discover what will happen and what should the organization do. 

Some examples of the types of data are described in the Table 1. 

 

4.2.   Analytics Solutions 

In this section, we describe the current analytics solutions that can be a major key to create and 

deploy an efficient predictive management model. This analytic management model will produce predictions 

and insights and help HR managers make better decisions for the company. Of course, most of them are 

expensive but there is a lot of similarity between the packages, and the analysis generally produces the same 

results. So, all you need is analytics methods and skills, and it is possible to apply them in most other 

systems. We consolidate in Table 2 the most popular analytics system with some details: 

 
 

 

 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 15, No. 2, August 2019 :  979 - 990 

982 

Table 1. Various Data Sources and Details 
Information source Description Examples 

HR database Data Collections contains information about 

employees, customers, products, etc, such as 

employee personal details, performance, diversity 

data, promotion details 

Database: Oracle, SAP, etc. 

Information: age, gender, salary, department, 

performance rating, sickness absence, location, team, 

price etc. 

Employee attitude 

survey data 

A range of information usually stored in survey 

programs and exported to files, contains the attitude 

of employees and their engagement data, usually 

managed with providers organization. 

Job strain level, employee engagement, employee 

performance, satisfaction, perception of justice, stress 

level, etc. 

Customer 

satisfaction survey 

data 

Also stored in survey programs, provides 

information about customers preferences customers 

experiences, customers satisfaction… 

Customer rating 

Customer loyalty 

Preferences 

Satisfaction 

Purchases 

Likelihood of further business 

Sales performance 

data 

Information usually owned by the sales function, 

recording details of sales performance and revenues, 

it is useful information help to determine how the 

organization reached the business goal. 

Sales of month 

New purchases 

Revenue attained 

Best selling 

Products characteristics 

Operational 

performance data 

Information refers to the efficiency of the 

organization, it is about measuring the successful 

running of the business? 

Number of complaints resolved 

Number of calls dropped out 

Number of queries resolved 

Time consumed in some operations 

 

 

Table 2. Popular Analytics Software with Details 
Analysis software system Details 

 

 

SPSS 

SPSS Statistical Package for the Social sciences, is a software program which can be used for 

doing statistical analysis of the collected data [14], based on hypothesis testing, ad-hoc analysis, 

predictive analytics modeling, geospatial analysis, etc. It is an efficient solution comes to solve 

business and research problems. SPSS Offers a graphical user interface facilitates running the 

procedures, and it is able to export and transfer the result to other formats for reporting. 

 

 

Minitab 

Minitab is a special analytics software developed at the Pennsylvania State University in 1972, 

easy to use, enables users to do most analysis procedures without having to understand the 

syntax, it offers a reliable calculations and produce a valuable drawings and graphs, allows the 

user to focus more on the interpretation of results, uses to helps businesses increase efficiency 

and improve business quality through smart data analysis [15]. 

 

 

Stata 

Stata (statistics and data) is an analytics software package developed by StataCorp in 1985, it can 

analyze any size of data once it is in the system, what makes from it an accurate solution, it 

includes a graphical user interface also a command-line interface, which facilitates monitoring 

analyses. The system capabilities include data management, statistical analysis, graphics, 

simulations, regression, and custom programming [16]. 

 

 

SAS 

SAS (Statistical Analysis System) is an advanced analytics software, developed by SAS Institute 

for advanced analytics, its development started in 1976, it is an efficient solution mine, alter, 

manage and retrieve data from several sources, it includes a graphical user interface facilitating 

the manipulation [17]. 

 

 

R 

R is from the most famous statistical system solutions, it is developed as a language inspired 

from S language by Ross Ihaka and Robert Gentleman, and also a platform for statistical 

computing. This technique R offers a broad diversity of statistical methods as linear and 

nonlinear modeling, classical statistical tests, time-series analysis, clustering algorithms, also 

provide a graphical presentation. 

 

 

JASP 

JASP is a free and open source technique of data includes several algorithms for data mining 

operations, easy to use, offers standard analysis procedures, and the possibility to export the 

results to other formats. It allows enterprises to discover structure in data store systems, provides 

insights and predictions, and almost improves their performance through interaction  

with data [18].  

 

 

4.3.   Solution’s Limits 

In this part, we present a comparison between the several analytics solutions detailed above, 

annotated by their weakness and their robust features, the list below illustrates the critical capabilities 

considered in this comparison process and Highlights the Advantages and Disadvantages of the Analytics 

Solutions as shown in Table 3: 

a. Licensing 
b. Data Source handling 

c. Graphics facilitation 

d. Meta-data Management  
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e. Level of simplicity 

f. Scalability 

g. Dependency 

h. Real-time operations 

i. Advanced Analytics 

j. Security 

k. Fault tolerance 

 

 

Table 3. Highlights the Advantages and Disadvantages of the Analytics Solutions 
Software Weakness Strength 

 

 

 

SPSS 

Not efficient with a large volume of 

information 

Requires skills in statistics to make the most of it. 

Expensive 

Possibility for coding syntaxes 

Cover almost of statistical procedures 

Able to transfer the result to other formats 

Provides chart and graphs with precision 

Don’t need other similar software 

Adapts to the needs of the statistical studies. 

Safe and secure 

 

 

 

Minitab 

Problems with native statistical 

Poor graphics facilities 

Cannot easily read data from other packages 

Spreadsheet not easily manipulated 

Don’t offer sufficient coverage at econometric 

methods 

Not scalable 

Exports to MS Word, and PowerPoint and others 

Provides Real-time Insights 

Don’t need understanding code syntax 

Transfer results to other formats 

Easy to use 

Good help facilities 

Provides quick draw graphics offer a quick look in 

analysis 

 

 

 

Stata 

Difficult to manage multiple datasets at once 

Weak visualizations capabilities 

Difficult to interpret the results without 

experiences 

Need time for processing 

Difficult for coding the requested commands. 

Lack of documentation 

Difficult to export the result to other systems 

Not flexible 

Cost fairly reasonable 

Best for complex statistical analyses 

Offers an intuitive window 

Provides professional output tables. 

Produce basic graphs 

streaming processing 

Clarity of operations and feedback 

 

 

SAS 

Very costly 

Requires skills to interpret results 

Graphs and other visualizations aren't good 

Has a lot of bugs 

Excellent documentation 

Manipulate, and analyze large datasets 

Process data seamlessly 

Applicable to every aspect of analytics 

Can do sophisticated statistical analyses 

Reliable and respected results 

 

 

R 

Need time for accessing new algorithms 

Lack of comprehensiveness of the econometrics 

packages 

Need skills to manage 

Open source 

Better visualizations 

Easier for writing functions and custom packages 

Flexible 

 

 

JASP 

Not possible to do any changes 

Often need additional software for data cleaning 

and munging. 

Need some skills to use 

saving or scripting analysis Pipelines not simple 

Free and open-source, 

Offers a targeted and popular series of tests, 

Offers updates 

Easy of use and to install 

Simple and attractive graphical user interface 

Real-time processing 

 

 

As it is clear that almost all the available analytics solutions suffer from problems and require strong 

skills to use and to manage it, in the next section, we will talk over the using of JASP system, and a case 

study about tracking the impact of interventions and its benefits on investment. 

 

 

5. RESEARCH METHOD 

The proposed approach is based mainly on a smart framework that comes to offers a solution to the 
gaps encountered in the standard analysis. In the following section, we give a case study and then discuss the 

strong then the weaknesses of those traditional solutions then we present a proposed framework with a 

semantics constructs contributed to reducing the margin of error caused by traditional solutions. 

 

5.1.   Reason for Choosing JASP  

We have decided to use JASP in the analysis of our case study because of its free license, open 

source supported from the Amsterdam’s University, and it’s the one we have the experience. Generally, the 
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results are the same regardless of the software used. Moreover, most of the analytics systems have the same 

packages, so we only need to know one system and get experience about it and apply it to other systems. 

 

5.2.   Using JASP 

In this section we talk about JASP as a powerful statistical system, we elaborate on a case study in 

which we recommend a particular form of analysis and discuss results. JASP offers primary analysis which 

contains the most popular statistical modems in the social science (regression, frequencies, ANOVA, T-test), 

the JASP data view as shown in Figure 3 has the same appearance to a Microsoft Excel, it offers the 
possibility to enter the values manually or import it from another source [19]: 

 

 

 
 

Figure 3. The JASP data view 

 

 

The figure below illustrates key pieces of information: each row is a case, each column is a variable 

representing characteristics or attribute, then each cell is a value showing the variable for the case  
or attribute, etc. 

Data may be passed on the following stages: 

a. Preparing data: typing data, loading data from other sources, copying data from files… 

b. Setting variables: JASP distinguishes between four variable types; Nominal Text, Nominal, Ordinal, 

and Continuous, JASP automatically assigns theses variable types according to the specific rules, but 

it is possible to change it manually if it is necessary. 

c. Run analyses. After selecting the suitable statistic models (regression, frequencies, ANOVA, T-test). 

 

5.3.   Case Study: Measuring the Impact of the Hr Interventions Using JASP 

Measuring and evaluating the impact of an HR intervention is one of the most important tasks in a 

human resources management process, it has a direct influence on financial investment. To understand this 
concept, we can study for example: a regular training program that is costing a lot of money and whose 

evaluation of the effectiveness of these courses remains an unavoidable task. 

The important question is: what intervention, what to measure? it is important that HR experts 

determine the best indicators, create the index and metric for the measure that will influence the intervention 
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and track to assess the impact of intervention, sometimes it is easy to find indicators: for example: absence 

rate of illness, employee engagement levels, satisfaction at work, levels of stress or psychological tension and 

that's our object of study. Generally, HR analytics experts recommend that the enterprise create new ways to 

measure and track particular perceptions, attitudes, behaviors, or performance indicators in order to monitor 

the effectiveness of an HR intervention. 

 

5.3.1  Algorithm Used 

Paired sample t-test is one of the statistical procedures most known, used to explore the change 

overtime-related to the same object or entity (employee). This model determines two sets of data from the 

same individual or object, then find out if is there a difference between two sets of observations, in another 
way if there is a significant change in the metrics over time [20]. 

Stress is a known problem in work, working hours as well as the presence of motivations being 

directly related to the signs of anxiety, depression and reported sleep problems [21]. The organization has 

developed a survey identified work pressure; firstly, she set up a comfortable work program for employees 

with a flexible number of hours, with a set of financial and social motivations, it conducted a survey that 

measures the level of stress before the new program (T1 stress). and after 3 months of change (of the new 

program), it distributed a questionnaire to measure the same level of stress (stressT2). The set of found data 

that will be analyzed and explored is contained in a file. This file contains relatively simple information with 

four variables collected from 406 employees, these are: 

a. ID_Employee: Number identification of the employee concerned by this program. 

b. Gender: 1= male, 2= female. 
c. T1_Stress: level of stress before the change. 1 to 5, 1= very low level of stress; 5 very high level  

of stress. 

d. T2_Stress: level of stress after the change. 1 to 5, 1= very low level of stress; 5 very high level  

of stress. 

 

Before applying the Sample t-test model, we check the statistics as the difference between the mean 

stress level after the intervention and before then the average stress level after and before the change 

intervention as shown in Figure 4: 

 

 

 
 

Figure 4. JASP descriptive information 
 

 

The JASP results generated from this analysis shows the descriptive information as shown in  

Figure 5 about two attributes which the stress variable at T1: after the intervention, and at T2: before the 

intervention. The average of stress at T1 is: 3.595, this value is higher than at the time 2 which is 2.216 (Note 

that 5 is the highest level and 1 is the lowest).  

 

 

 
 

Figure 5. Descriptive information about stress level at time 1 and stress level at time 2 
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Figure 6 shows other information related to the two parameters stressT1 and stressT2, the most 

important is the frequencies and the percentage of each scale of stress level (1,2,3,4,5) in time1 and the 

time2, as it is clear, that level 3 is the dominant in period T1, as level 2 is the most dominant in period T2, 

means that the number of employees who have a high level of stress has decreased during period 2( 3 vs 2). 

The box shows also the number of missing variable that is 5 in this case. 

 

 

 
 

Figure 6. Frequencies and the percentage of each stress level scale (1,2,3,4,5) in the Time1 and Time2 

 

 

If we focus only on the mean of the stress level at the time T1 and compare it to the value at the time 

T2, we can conclude that the average value of the stress at time T2 is lower than that of time T1, but we 
could not be sure that the difference between the average level of stress in these two periods directly indicates 

a reduction in stress or that the employees who did not answer had a higher value than those who responded, 

that can make more sense if there are a large amount of data that cannot be verified manually. For this reason, 

a model of statistics will be applied that is "paired_sample T-test" to really compare the two levels of stress, 

when there are 'pairs' of data in the periods T1 and T2. This operation checks the significance of the paired 

changes occurred between the two levels stress in another way: it identifies the change on one particular 

metric for a group of individuals over time as shown in Figure 7. 

 

 

 
 

Figure 7. Applying the Paired Samples T-test model 

 

 

5.3.2  Results 
The statistical analysis that we use for this case study is: paired sample t-test. Here are the analytics 

results that we will discuss to show the impact of the stress in the workplace. The JASP output interface 

shows a lot of information as shown in Figures 8 and 9, but we focused only on the important results that will 

help us to show if there has been a significant change in the metrics or measurement over time, thus means 

that the intervention really has an impact. 
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Figure 8. Results of measuring the stress level after and before intervention 

 

 

 
 

Figure 9. Graphical display of the measures 

 

 

5.3.3  Discussion 

The results in Figure 8, give us very important information, The descriptive box shows the mean 

levels of stress at T1(3,95) and T2 (2,216). So, it is clear that a group is greater and has higher mean level 

stress, than another period, in addition of standard deviation and the standard error for each level, also the N 

of the paired data, as well as information about how the stress levels tend to vary. We can see clearly that N 

here is 402 rather than 406, this means that only 4 employees didn’t complete their information concerned the 

stress at time 1 and time 2. 

The second box of “paired samples statistics” shows us if this change is significant or not, The 
major key here is T value which is 22,6; this is the output result of the 401 df (degrees of freedom), and the 

probability value (P) is less than 0,001 which does imply that there is a significant difference between the 

two levels. We can also look at the effect size which is 1,115, also the graphical display of the measures 

means and their associated 95% credible intervals as shown in Figure 9, shows a large significant difference 

between stressT1 and stressT2. We conclude that since the mean difference is so great that it is due to the 

experimenter’s manipulation and it does not simply due to other reasons. 

In summary, the stress level is higher at time 1 than at time 2, the mean stress level decreased from 

3,9 to 2,2 and this change is significant, which acknowledged that the larger the difference between the 

means the more we can assume that it is due to what we have manipulated (the new program of work), in 

another way there is evidence that the new program of work (less number of hours work + motivations) had a 

positive impact on stress levels. So organizations should think more seriously in comfortable conditions 
through which to reduce the stress so employees, which increases the production and profitability. 

To conclude, it is important to identify when an intervention has negative or positive outcome. 

Tracking the impact of an intervention help the company to identify whether the investment has paid off or 

whether is it having negative consequence, so, that help to make a decision. But the major obstacle is, this 

way does not provide a complete solution it focusses only on one dimension which is technological, in 

addition, it suffering from the problems mentioned above (Not possible to do any changes, often need 

additional software for data cleaning and munging, need some skills to use saving or scripting analysis 

Pipelines not simple…), in the following section, we present a proposed solution that will be a better method 

to draw better results of analysis. 
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5.4.   Solution: Proposed Analytics Framework 

As it clear above, it is necessary to affirm that because of the missing data, errors, lack of 

seriousness of some employees in completing the questionnaire it would have to be very careful to draw any 

conclusions about results, the existing analytics solution analyzes revolve only around technology and its 

relation to data, it does not take into consideration the other dimensions that can be influencing the results 

and will automatically be influencing the decision-making, and for that we have to propose a multi-

dimensional framework that is going to be a complete solution that brings together the different dimensions 

so their interactions between them, these dimensions are only the regulatory dimensions of the company [22], 
so it an objective framework for adding value to HR in the environment of enterprise, this framework 

presents a complete model that combine several dimensions interact with each other and Proposed analytics 

framework as shown in Figure 10: 

a. Actors: this dimension includes enterprise staff, software developers, customers, managers… 

b. Enterprise information: the organization content includes attitude data of employees, stuff details and 

performance, promotions details, customer’s information. 

c. Organizational objectives: the strategic goals that the organization is trying to achieve. 

d. HR activities: activities and processes which are measured using the so-called efficiency metrics. 

e. HR outcomes: outcomes that are traditionally seen as an essential HR KPIs. 

f. Interaction models: Interface between the system aspects and users. 

g. Computing infrastructure: the hardware and software required. 

h. Communication: Business ‘workflow as a collaboration that requires significant  
two-way communication. 

i. Data sources: the source systems such as: databases, data-warehouses, supply chain systems, surveys 

and other operational systems. 

j. Internal processes: a large amount of operations include organizational policies, procedures and 

culture, purchase of hardware and software, data backups ... 

k. External processes: it is the forces presented as external rules, regulations pressures that place 

constraints or help on the deployment. 

l. Regular basis measuring and monitoring of the effects of information technology. 

 

 

 
 

Figure 10. Proposed analytics framework 

 

 

5.4.1  Benefits 

The above framework presents a complete model inspired from the regulatory dimensions that make 

up the enterprise and make of it a global company [23]. It simply offers the possibility of its hierarchical 
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decomposition, in other words, the possibility of decomposing either a system, a process, or a complex 

device into detached components, which offers the possibility of its manipulation, studying and then to 

integrate the results into, trying to understand the operation and functioning of a complete system. This 

model can offer the possibility of improving and augment management reports and dashboards with a 

thorough and deep insight of past, current and even future performance. 

 

5.4.2  Barriers 

The challenge is using of analytics within enterprises and to identify clearly the key steps to set up 

an analytic framework as a road towards an organization’s analytics maturity, but the problem is not only to 

find a complete framework [24], the analytics deployment confronted other limits as [25]: 
a. Strategic analytics for enterprise costs much. 

b. Limited use due to the quality of information and Data flexibility.  

c. Distrust of the information and gaps to extract correct data. 

d. Lack of experienced people that can understand and deploy the analytical systems. 

e. Models are complex to deploy and take much time. 

f. Turn information and insights into decision requires an immense experience. 

 

 

6. CONCLUSION 

In this paper, we described this HR analytics approach for the company as a set of analysis that 

comes to drive business planning and deploy the future business planning, as well as some, current analytics 
technique and solutions with a short comparison. So, we finalize with a case study in which we analyzed and 

discussed the tracking of interventions. This case study is generally an example of the HR analytics power, 

where the company has set up conditions where important predicted outcomes of an intervention are created 

or metrics are made available to control and monitor whether an intervention has the wanted impact, in the 

light of this case study we have shed light on the shortcomings of these existing solutions and we propose a 

complete framework that will bring solutions to the current models problems. 

HR analytics generates potential benefits for the company. It is the major key behind the reaching of 

business goals. For this, our future contribution will be about concretizing this notion of HR analytics by a 

specific and original approach about scenario modeling, even predicting employee performance. 
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