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Abstract

In this paper we study the problem of combining low-level visual features for semantic image
annotation. The problem is tackled with a two different approaches that combines texture, color and shape
features via a Bayesian network classifier. In first approach, vector concatenation has been applied to
combine the three low-level visual features. All three descriptors are normalized and merged into a unique
vector used with single classifier. In the second approach, the three types of visual features are combined
in parallel scheme via three classifiers. Each type of descriptors is used separately with single classifier.
The experimental results show that the semantic image annotation accuracy is higher when the second
approach is used.
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1. Introduction

With the emergence of multimedia technology and rapid increase in the size of digital
image collections, developing effective and efficient image retrieval systems becomes a very
active research area. Several image retrieval techniques has been realized and extensively
studied. It has been shown that the semantic gap between low-level image features and high-
level semantic concepts is still the key hindrance in the effectiveness of these techniques. How
to bridge the gap between visual features and semantic features has been a major challenge in
this research area. The research conducted, in this regard, has widely recognized that the
typical method of bridging the semantic gap is the automatic image annotation which is a
process that automatically assigning, from a vocabulary of semantic concepts, a set of
keywords (labels) to a digital image. Most of automatic image annotation approaches developed
consist to learn semantic concept models that extract low-level visual features representing
visual information of an image, and associate them automatically to high-level semantic
concepts from a large number of training image samples, and use them to label new images.

Recently, in order to improve the quality of image annotation, a number research
efforts [1-13] has focused on the problem of how to extract, from low-level features, the
semantic concepts that interprets well the contents of image (objects, themes, events).

They have shown that the image annotation techniques should integrate different types
of low-level visual features of visual data. None of the feature descriptors is sufficient to tackle
intra-class diversity and inter-class correlation in an effective or efficient way. Therefore,
effective low level features combination for image annotation and retrieval has become a
desirable and promising perspective from which the semantic gap can be further bridged.

Motivated by this fact, we are interested to search a way to efficiently combine the
strength of diverse and complementary features for semantic image annotation.

In this work, in an attempt to achieve this goal, we are interested in studying two
approaches for combining three different kind of visual features (including color, texture and
shape descriptors) for semantic image annotation. To evaluate the performance of these
approaches, we have used Bayesian networks classifier and three image databases ETH-80
[14], COL-100 [15] and NATURE [16].
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This paper is organized as follows: The various low level visual features used in this
study are presented in Section Il. Section Il presents the Bayesian networks classifier. Section
IV describes the experiences adopted to realize the semantic image annotation using different
combinations of low level visual features presented in section Il. Finally, the conclusion of this
work is presented in Section V.

2. Low Level Visual Features

After dividing the original image into several distinct regions that correspond to objects
in a scene by using region growing segmentation algorithm [17], the color histogram, Haralick
texture and Legendre moments descriptors are extracted.

The selection of these types of features is based on the consideration that they have
proven discriminative and complementary for representing images capturing the semantics in
the general scope of real life.

2.1. Color Histogram

Typically, the color of an image is represented through some color model. There exist
various color models to describe color information. The more commonly used color models are
RGB (red, green, blue), HSV (hue, saturation, value) and Y, Cb, Cr (luminance and
chrominance). Thus, the color content is characterized by 3 channels from some color models.
In this paper, we used RGB color models. One representation of color image content is by using
color histogram. Statistically, it denotes the joint probability of the intensities of the three color
channels.

Color histogram describes the distribution of colors within a whole or within an interest
region of image. The histogram is invariant to rotation, translation and scaling of an object.

The histograms are normally divided into bins to coarsely represent the content and
reduce dimensionality of subsequent classification and matching phase. A color histogram H for
a given image is defined as a vector by:
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Where:

f(x, y) is the intensity function

i represent a color in the color histogram;

E(x) denotes the integer part of x;

h[i] is the number of pixel with colori in that image;
k is the number of bins in the adopted color model;
And 0 is the unit pulse defined by:

1 if x=y=0

d(x,y)={ ()

0 else

In order to be invariant to scaling change of objects in images of different sizes, color
histograms H should be divided by the total number of pixels M x N of an image in order to have
the normalized color histograms.

For a three-channel image, we will have three of such histograms. A feature vector is
then formed by concatenating the three channel histograms into one vector.

2.2. Legendre Moments

In this paper, the Legendre moments are calculated for each one of the 3 channel in a
color image. A feature vector is then formed by concatenating the three channel moments into
one vector.

The Legendre moments [18] for a discrete image of M x N pixels with intensity function
f(x, y) is the following:
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Where | 0 = (2 P+ 1)(2q + 1) , Xi and yj denote the normalized pixel coordinates in the
M x N

range of [-1, +1], which are given by:
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p( ) is the pth-order Legendre polynomial defined by:
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In order to increase the computation speed for calculating Legendre polynomials, we
used the recurrent formula of the Legendre polynomials defined by:

P (0= 22 g - LY g ©

2.3. Haralick Texture Features
The texture descriptor is extracted using the co-occurrence matrix introduced by

Haralick in 1973 [19]. So for a color image | of size N x N x3 in a color space (Cl, C,, C3),
for (k,1)e[L,---,NJ?and(a, b)e[1,---,G]*, the co-occurrence matrix M Ey’,cl[l | of the two

color components C, C'e {Cl ,C,, C3} from the image | is defined by:
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Where ¢ is the unit pulse defined by:

1 if x=y=0
0 else

d(x,y):{ ®)

Each color image | in a color space (Cl, C,, C3) can be characterized by six color co-
occurrence matrix:

MEE[I], M@<I], M=%l M*S1], M*S[I] M % <]1]

Matrix M CZ’Cl[l ] M &G [l ] and M & © [I ] are not taken into account because they

can be deduced respectively by diagonal symmetry from matrix M & ©2 [I ] M Cl'Cg'[l] and
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M C2 G [I ] As they measure local interactions between pixels, they are sensitive to significant

differences in spatial resolution between the images. To reduce this sensitivity, it is necessary to
normalize these matrices by the total number of the considered co-occurrences matrix:

WS (1], 2, b) - i ©
S5 mes i)

Where T is the number of quantization levels of the color components.
To reduce the large amount of information of these matrices, the 14 Haralick indices
[16] of these matrices are used. There will be then 84 textures attributes for six co-occurrence

matrices (14x 6).

3. Bayesian Networks Classifier

Bayesian networks are based on a probabilistic approach governed by Bayes' rule. The
Bayesian approach is then based on the conditional probability that estimates the probability of
occurrence of an event assuming that another event is verified. A Bayesian networks is a
graphical probabilistic model representing the random variable as a directed acyclic graph. It is
defined by [20]:

a) G =(X, E),Where Xis the set of nodes and E is the set of edges, G is a Directed

Acyclic Graph (DAG) whose vertices are associated with a set of random variables
X ={X,, X,,, X}
b) q={P(X, |Pa(X,))}is a conditional probabilities of each node X; relative to the

state of his parents Pa(X,) in G.

The graphical part of the Bayesian network indicates the dependencies between
variables and gives a visual representation tool of knowledge more easily understandable by
users. Bayesian networks combine qualitative part that is graphs and a quantitative part
representing the conditional probabilities associated with each node of the graph with respect to
parents.

Pearl and all [21] have also shown that Bayesian networks allow to compactly
representing the joint probability distribution over all the variables:

P(X)= P(X,, X, . X, )= [] P(X, Pa(X,) 10

Where Pa(Xi)is the set of parents of node X; in the graph G of the Bayesian

networks.
This joint probability could be actually simplified by the Bayes rule as follows [22]:

P(X)=P(X,, X, X,) =[] P(X[Pa(X,))

P(Xn ‘Xn—ll'“' Xl)x P(Xn—l‘xn—Z 1T Xl)X"' X P(Xz‘Xl)X P(Xl)

= PO T POX (X )

(11)

The construction of a Bayesian networks consists in finding a structure or a graph and
estimates its parameters by machine learning. In the case of the classification, the Bayesian

networks can have a class node C, and many attribute nodes Xj . The naive Bayes classifier is

used in this paper due to its robustness and simplicity. The Figure 1 illustrates its graphical
structure.
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Figure 1. Naive Bayes classifier structure.

To estimate the Bayesian networks parameters and probabilities, Gaussian distributions
are generally used. The conditional distribution of a node relative to its parent is a Gaussian
distribution whose mean is a linear combination of the parent’s value and whose variance is
independent of the parent’s value [23]:

Ma())ﬁexp{g[[z(mﬂ]} a2

Where,
Pa(X, )Are the parents of X ;

m,m,s; ands jare the means and variances of the attributes X, and X,

respectively without considering their parents;
N, is the number of parents;

S; J. is the regression matrix of weights.

After the parameter and structure learning of a Bayesian networks, The Bayesian
inference is used to calculate the probability of any variable in a probabilistic model from the
observation of one or more other variables. So, the chosen class Ci is the one that maximizes
these probabilities [24, 25]:

P(C, )f[ P(Xj‘Pa(Xj),Ci) if X, has parents
P(C,|X)= = (13)

P(C, )f[ P(X,|c;) dlse

For the naive Bayes classifier, the absence of parents and the variables independence
assumption are used to write the posterior probability of each class as given in the following
equation [26]:

P(c,x)=P(c)[] P(xc,) (14)

j=1
Therefore, the decision rule d of an attribute X is given by:

d(X)=ag max P(C,|X)
“ (15)

ag max P(X|c,)P(C,)

arg max P(C,) 7

Ci j=1

P(x[c.)

The class with maximum probability leads to the suitable class for the input image.
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4. Experiments and Results

In In this section we analyze and compare the performance of two approaches for
combining low level visual features for semantic image annotation.

In order to achieve this goal, we conduct two experiments on three image databases
ETH-80 [14], COL-100 [15] and NATURE [16]. The Figure 2 shows some examples of image
objects from these three image databases used in our experiments.

COIL-100
5 4 3

NATURE

Figure 2. Some examples of images for objects from ETH-80, COL-100 and NATURE
databases

In the phase of learning and classification, we use a training set of 40 images and a test
set of 40 images for each image databases.

In all experiments, the features described in Section 2 are extracted after image
segmentation by region growing. For each region that represent an object, 10 Legendre
moments (LOO, LO1, LO2, LO3, L10, L11, L12, L20, L21, L30) and 16 elements for RGB color
histograms are extracted from each color plane namely R,G and B. The number of input
features extracted using Texture extraction method is 14 Haralick indices for each one of the 6
co-occurrence matrices hencing 84 textures attributes.
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4.1. Experiment 1

In this experience, we realize a semantic image annotation using an approach that
groups all types of low-level visual features, extracted from a region image, in a single vector
used as the input of the Bayesian network classifier.

The experimental approach adopted in this experience is represented by the Figure 3.
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Segmentation

Annotation
results
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Figure 3. Experimental approachadopted in experience 1

Table 1 summarizes the global average annotation rate obtained in this experiment for
each image database.

Table 1. Global Average Annotation Rate and Error Rate.

Database Global average Annotation rate Error rate
ETH-80 87.50% 12.50%

COIL-100 82.50% 17.50%
NATURE 90.00% 10%

Figures 4 and 5 show the confusion matrix.

Predicted keyword
apple car cow cup dog horse pear tomato
apple 5 0 0 0 0 0 0 0
car 0 4 0 1 0 0 0 0
cow 0 1 4 0 0 0 0 0
cup 1 0 0 4 0 0 0 0
dog 0 1 0 0 4 0 0 0
horse 0 0 0 0 0 5 0 0
pear 0 0 0 0 0 0 5 0
tomato 1 0 0 0 0 0 0 4
Figure 4. Confusion matrix for images of database ETH-80.
Predicted keyword
forest gazon ground sahara sky water
forest 5 0 0 0 0 0
gazon 0 4 1 0 0 0
ground 0 1 4 0 0 0
sahara 1 0 0 4 0 0
sky 0 0 0 0 5 0
water 0 0 0 0 0 5

Figure 5. Confusion matrix for images of database NATURE
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4.2. Experiment 2

In this experience, we realize a semantic image annotation using an approach that
combines all different types of visual features separately in parallel scheme. Each type of
descriptors is used as the input of a Bayesian networks classifier. The annotation decision is
realized by the vote of combined classifiers corresponding to the different types of descriptors.
The outputs of the classifiers are combined in the decision level to produce a final score for
semantic image annotation.

The experimental approach adopted in this experience is represented by the Figure 6.
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lmage Lextire L e Ananotation
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Figure 6. Experimental approachadopted in experience 2

Table 2 summarizes the global average annotation rate obtained in this experiment for
each image database.

Table 2. Global Average Annotation Rate and Error Rate.

Database Global average Annotation rate Error rate
ETH-80 90.00% 10.00%

COIL-100 85.00% 15.00%
NATURE 93.33% 6.77%

Figures 7 and 8 show the confusion matrix.

Predicted keyword
apple car cow cup dog horse pear tomato
apple 5 0 0 0 0 0 0 0
car 0 4 0 0 0 0 1 0
cow 0 2 3 0 0 0 0 0
cup 0 0 0 4 0 0 0 1
dog 0 0 0 0 5 0 0 0
horse 0 0 0 0 0 5 0 0
pear 0 0 0 0 0 0 5 0
tomato 1 0 0 0 0 0 0 5
Figure 7. Confusion matrix for images of database ETH-80
Predicted keyword
forest gazon ground sahara sky water
forest 5 0 0 0 0 0
gazon 0 4 0 0 1 0
ground 0 0 5 0 0 0
sahara 0 0 0 4 1 0
sky 0 0 0 0 5 0
water 0 0 0 0 0 5

Figure 8. Confusion matrix for images of database NATURE
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4.3. Analysis of Results

As can be observed from Tables 1 and 2, the second approach for combining low level
visual features including color, texture and shape descriptors, produces the better global
average annotation rates for all the tree images databases. Also, analysis of confusion matrix
presented by the Figure 4, 5, 7 and 8, shows that the individual annotation rates obtained for
some objects (dog, tomato, and ground) with this approach are better than those obtained with
the first combining approach. So it appears from these remarks that the combination of different
types of low level visual features in parallel scheme will improve the semantic image annotation
rates. This rate can be further improved by increasing the number of combined descriptors. In
the case of the merger,as done in some work reaserch [1, 2], [8-12], it is not obvious because
the size of the vector of the merged descriptors becomes very large and hence
selectingappropriate low level features [1, 3, 6], in order to reduce the dimension of combined
feature vector, becomes an open problem.

5. Conclusion

In this work, we have studied two different approaches for combining low level visual
features including color, texture and shape descriptors for semantic image annotation via
Bayesian networks classifier.

Analysis and comparative results, obtained from experiments realized on three image
databases, have shown that combining the different types of visual features in parallel scheme
gives better annotation accuracy than merging these features together in one vector.

Our investigation suggests that the most fruitful approaches, bringing practical benefits
for semantic image annotation, will involve an appropriate combination of different types of low
level visual features.

In future work, we would like to develop others combination schemes that integrate the
joint distribution of multiple features.
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