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This research aims to determine an event-concept pair series as consequent
events, particularly a cause-effect-concept pair series on disease documents
downloaded from hospital-web-boards. These series are used for representing
medical/disease complications which benefit for solving system. Each
causative/effect event concept is expressed by a verb phrase of an elementary

discourse unit which is a simple sentence. The research had three problems;

how to determine each adjacent-simple-sentence pair having the cause-effect
Keywords: relation, how to determine each cause-effect-concept pair series mingled with
simple sentences having non-cause-effect-relations, and how to identify the
. . complication of several extracted cause-effect-concept pair series from the
Elementary Discourse Unit documents. Therefore, we extract NWordCo-concept set having the
Event-Concept Pair Series causative/effect concepts from the sentences’ verb phrases including a
NWordCo support vector machine to solve each NWordCo size. We apply the Naive
Bayes classifier to extract an NWordCo-concept pair set as a knowledge
template having the cause-effect relation from the documents. We then
propose using the knowledge template to extract several cause-effect-concept
pair series. We also apply the intersection of the NWordCo-concept sets to
identify the common-cause/effect for representing the complication-
development parts of these extracted series. The research results provide a
high percent correctness of the cause-effect-concept-pair series determination
from the documents.

Complication
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1. INTRODUCTION

The objective of this paper is to determine each event-concept pair series, particularly a cause-
effect-concept pair (called ‘CEpair’) series of disease information downloaded from hospital-web-boards (i.e.
http://www.si.mahidol.ac.th/sidoctor/e-pl/), such as diabetes documents, kidney-disease documents, and
artery-disease documents. The CEpair series is used for representing medical complications, particularly the
disease complications, including complication development parts which benefits for the solving system.
Whilst ‘series’ means ‘a group or a number of related or similar things, events, etc., arranged or occurring
in temporal, spatial, or other order or succession; sequence.’ (http://www.dictionary.com). The CEpair
series of the research is then a group of CEpair elements which are cause-effect-event ordered pairs occurring
as a sequence of the CEpair elements on a document. Each CEpair element is an ordered pair (c, €) with the
cause-effect relation where ¢ is a causative-event concept and e is an effect-event concept. Moreover, the
‘Complication’ term in medicine is ‘iS an event or occurrence that is associated with a disease or a
healthcare intervention, is a departure from the desired course of events, and may cause, or be associated
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with suboptimal outcome’ [1], e.g. a diabetic patient may develop complication in the artery system. Thus,
each causative/effect event concept on each CEpair element, CEpair; (i=1,2,..,last which is an integer), is
expressed by an EDU pair (where an EDU is an elementary discourse unit which is a simple sentence,[2])
from two adjacent EDUs; one causative-event concept EDU and one effect-event concept EDU as shown in
the following CEpair; sequence to represent Example 1.

CEpairy, CEpair, CEpairs, ..., CEpairjas

Example 1: Topic Name: i/sy#775mi2/7377714/Diabetic Problems

... EDU1 : “gtfaenilu Tsmy137271” (A patient gets a diabetes disease.)
“pirfelpatient (ffulis  TsAi1372114/diabetes disease.”

EDU2 : “ulavensdvaauasvaas uubugdu laiaer (Since the pancreas produces less insulin.)
“(ifavarnlsince suaaulpancreas asiproduces o5 Tvudugsulinsulin”

EDU3  : “dugduimiidvdaqa o Diiwaniieia Y19 (insulin has a function of signaling cells to

take sugar for use.) )
“FugAulinsulin - Jywvilhas  a function of avaryareu Titaralsignaling  cells

1119978 [t/ 19flto take sugar for use”
EDU4 : “wlaswaie vmaasTuudugduw’ (When the body lacks of insulin.)
“iffalWhen s9n7elbody z7allack of Za5Tuusugdulinsulin®
EDUS  : “[27m805TuuduydWEDUA]  virliswnie Iiamnsarninal)19l#  ([lacking  of

hormone insulin/EDU4] makes the body unable to take the sugar for use.)
“[omaasiuudugaullacking of hormone insulin/EDU4]  #77simake 52vn12ibody

Iuamsanlunable to take waea 111916 sugar for use”
EDU6  : “[ lvawrsau1de7a 1/ 19IEDUS | uauye Bis=auunia luidangvniinég’ ([Being

unable to use the sugar /[EDUS5] is a cause of blood-sugar level being higher than normal.)
“[ Tiamr5a1111017a 11/19iBeing unable to use the sugar /EDUS] (f/ua s Tilis a cause of

savtialsugar-level Tulin «&aalblood gvadahigher than  /adinormal ”

EDU7 : “Fuiludusebifan1sidanvavvaambonuaviaswaie (which is a catalyst for artery
deterioration occurrence through the body.) ,
“gilwhich  «Tufis  siausvicatalyst TviiAmloceur n1518axdeterioration aavlof
waanidaausvlartery ﬁa/through 57vn1e/body

EDUS :“[mizﬁbmmmaamﬁaﬁmm/EDU7] virlvviaas&anuavéy’ ([The artery deterioration

occurrence/EDUT] causes the arteries to constrict.)
“Inr5stdanvavuaamaanuavlarteries deterioration/EDU7] 71 lsilcause  vaamaanuavlartery

gulconstrict”
EDU9 : “[vaamAanuaviulEDUS] (TuinaviiTiiiAnlsaya 1awmbas” ([The constricted arteries

/EDUS] is the cause of the ischemic heart disease.)
“[ MaamAanuavévlconstricted  arteriessEDU8]  (TuwinevinTiiAislis  the  cause  of

15mi9 alheart disease  #7alack of «damlblood »
EDU10 : “aviiy 1sAaiw1121u uiiluiladendevvirdacyea lsanwauay 15ay2 19 uasTsa lo iifusiu’. ..

(Thus, the diabetes disease will be a significant risk factor to a brain disease, a heart disease,
and a kidney disease.)...

where the [..] symbol means ellipsis.

Example 1 is then represented by the CEpair series containing EDU3 as a non-causative and non-
effect concept EDU and EDUSG as an intervening EDU of the stimulation relation as shown in the following
cause-effect relation expressions.

EDU1-EDU?2 Pair as CEpairl: EDU2 (Cause) > EDU1 (Effect)
EDU4-EDUS Pair as CEpair2: EDU4 (Cause) »> EDUS (Effect)
EDUS5-EDUSG Pair as CEpair3: EDU5 (Cause) - EDU6 (Effect)
EDUG6-EDUT as an intervention relation as the stimulation relation:
<highBloodSugar>... StimulationRelation...<artery Deterioration>
EDU7-EDUS Pair as CEpair4: EDU7 (Cause) > EDUS (Effect)
EDUS8-EDU9 Pair as CEpair5: EDU8 (Cause) - EDU9 (Effect)

Event-Concept Pair Series Extraction to Represent Medical Complications... (Chaveevan Pechsiri)
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where the stimulation relation on EDU6 co-occurs with the cause-effect relation on CEpairs and CEpairs as
the part of the CEpair series. The CEpair Series representation of Example 1 is then shown in Figure 1.

(produceLess (lackOf (unableToUse (haveHigh (Deteriorate (Constrict
Hormone) Sugar) BloodSuaar) Artery) Artery)
EDU2-1>EDU1 EDU4—‘-)EDU5 EDUs_‘»EDue H EDUG—T}EDU? HE?—?—)EDUB EDUS|>EDU9
effect cause | effect cause | effect cause effect cause | effect
(BeDiabetic) (unableToUse **(haveHigh (Deteriorate (Constrict (Belschemic)
) Arter Arter f
CEpairl nggﬁg g;g?;uqaﬂ Stimulati)r;)nReI. CEpair4 v CEpair5

Figure 1. CEpair Series Representation of Example 1

Thus, the disease causation direction represented by the CEpair series determined by this research
benefits for improvement of people’s understanding and compliance to the physician suggestion of the
appropriate treatment. Therefore, the research concerns to determine the CEpair series with the event
concepts from texts for providing the knowledge representation to people and enhancing the solving system.
In addition, this research emphasizes on the EDU’s verb phrase expressions because the CEpair series is
based on several events that each event concept is mostly expressed by an EDU’s verb phrase. The EDU
expression has the following Thai linguistic patterns after stemming words and the stop word removal.

EDU - NP1VP|VP

VP > Verb NP2 | Verb adv | Verb

Verb -> Verbweak Noun | Verbstrong

NP1 - pronoun | Noun | Noun Adj | Noun Adjphrase

NP2 - Noun | Noun Adj | Noun Adjphrase

Verbweak > {“lwbe’,“Liltlunot be’,f/have’, “Wifi/mot have’,“lH/use’}

Verbstrong > { vinlW/cause’, Win/occur’, BV/constrict’, ‘SWhlock  up’, “Ae/terminate’,
“hinouduav/not respond’, Baw/deteriorate ' ‘G/excrete’, Rndiwincrease ,
wasuwdavchange’,  ‘anW3uWvomit’,  ‘Ulswell’,  ‘Sn/convulse’,  “wnadf/be
Unconscious’, ‘@/high’, ‘en8l/die’, 9/ catalyze’, ‘NFLOW/stimulus’, ..}

Adj > {gv/high’, ..}

Adv > {‘vn/ difficultly’, W/ liquidly’, ...}

Noun 2> {7, ‘WWalscar’, ‘viﬂ'lyf_llpatient’, ‘Vs/human organ’, @a/blood’, Udd1z/urine’,

‘ANMNU/pressure’,  Uedlsugar’,  adw/far’,  WséwWprotein’, ‘@ nG/symptom’,
‘0seA’contraction’, ‘....color’, ‘W NI/catalyst’,...}

where NP1 and NP2,are noun phrases. VP is a verb phrase. Verbsiong IS @ Strong verb concept set consisting
of the causative/effect verb concept set and the stimulating verb concept set, {‘¢5v/catalyze’,‘n5esis /
stimulus’,..}. Verbweax iS a weak verb concept set requiring more information, i.e. Verbwea Noun, to become
either the cause-event/effect-event concept, i.e. ‘(Z/u/be+&uEan/clot’, or the stimulation-event concept, i.e.

“4f/u/be+siargv/catalyst’. Noun is a noun concept set. Adv is an adverb concept set. Adj is the adjective

concept set and Adjphrase is an adjective phrase.

There are several techniques [3-9] having been applied for determining the cause-
effect/causality/causal relation but not including the stimulation relation from texts (see section 2). However,
the Thai documents have several specific characteristics, such as zero anaphora or the implicit noun phrase,
without word and sentence delimiters, and etc. All of these characteristics are involved in three main
problems (see section 3), how to determine each adjacent-EDU pair having the cause-effect relation from the
documents containing word ambiguities i.e. a discourse-cue ambiguity and some EDU occurrences of both
causative and effect concepts, how to determine the CEpair series occurrence mingled with non-cause-effect-
relation EDUs including a stimulation relation EDU from the documents, and how to identify the common-
cause/effect of the disease complications including their development parts from several CEpair series of
different diseases. Regarding these problems, we need to develop a framework which combines machine
learning and the linguistic phenomena to represent each EDU event concept by n-word co-occurrence (called
NWordCo) on the EDU’s verb phrase. The reason of using NWordCo to represent an EDU event is the
Verbweak €lement which needs more information from some linguistic sets, i.e. Noun, Adj, Verb and Adyv, to
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form the causative/effect/stimulating concept where the stimulating concept is the concept of the stimulation
relation occurring as the enhancement of the certain cause-effect relation. The NWordCo expression on an
EDU’s verb phrase of the research starts with a word, w1 (Where wieVerbsyongVerbueax), followed by the N-
1 co-occurred words (N is an integer) as shown in the following equation (1) after stemming words and
eliminating stop words.

NWordCo expression = Wi+ Wot. .. +Wy @

where wie Verbsiong UVerbweak ; Wo,...,wWn € Noun UAdj UAdv UVerb.

Thus, we apply each annotated NWordCo-expression pair with one NWordCo with a causative-
event concept and another NWordCo with an effect-event concept to represent a cause-effect relation
including an annotated NWordCo with a stimulating-event concept. We then apply Support Vector Machine
(SVM) [10] to learn the NWordCo size (which is an N value) for extracting and collecting NWordCo
expressions with the causative/effect/stimulating event concepts into an NWordCo-concept set, NWC.
However, some NWordCo occurrences lack of information because their verb phrases consist of only one
word, ie. “(g=aullevel Twsiuffat:lipid (Famblood:liquid_body substance)/NP1 (s#afincrease)VP” (Fat
level in the blood increases). Thus, we collect the NWC element from the one-word VP by adding two more
words from the head noun of NP1 as the following NWordCo expression: seaiflevel+ [waiu/fat

+usiuincrease. We then apply Naive Bayes (NB) [11] to learn probabilities of NWordCo-concept pairs with

a relation-class set, {CauseEffectRelation, nonCauseEffectRelation}, from the annotated corpus having the
discourse cue ambiguity and some NWordCo occurrences of both causative and effect concepts depending on
their context. The extracted NWC with the causative-event concepts, the effect-event concepts, and the
stimulating-event concepts consists of NWCgpg, NWCyq, and NWC,rg Which are the NWordCo-concept sets
extracted from diabetes documents, kidney-disease documents, and artery-disease documents respectively as
shown in equation (2). We then determine NWCP. (which is as an order pair set of the NWordCo-concept
pairs having the cause-effect relation) by the Cartesian product of NWCxNWC along with the NB learning of
the relation-class probabilities from the annotated NWordCo-concept pairs. Therefore, the extracted NWCPce
can be expressed as the knowledge template, particularly the cause-effect-relation template in equation (3)
for extracting the CEpair series from the documents.

NWC= NWCpg U NWCig UNWCang 2
NWCP={(NWCc1,NWCe2), (NWCc1,NWCe3). .. (NWCc2,MWCe1) (NWC2,NWCe3). ...} 3)

where: NWCe1, NWCc2, ..., NWCe1, NWCe2, ... eNWC;
(nwcei, nwcg) is an ordered pair of an NWordCo-concept pair having the cause-effect relation between
nwc.; as an NWordCo with a causative-event concept and nwc.j as an NWordCo with an effect-event
concept; i and j are an integer.

And, we assign nwCpex € NWCPe, ; therefore nwCpex =  (NWCe, NWCe)
k=1,2,..,theNumberOfElementOfNWCP¢,

We then propose using the cause-effect-relation template, NWCP¢, and the stimulating-cue-word
set, {“(Dusisvbe-Verbyeat+catalyst-Noun’, */5v/catalyze-Verbsrong’, 75e6i14/stimulus-Verbsgong’...}  to
determine the CEpair series including a stimulation relation EDU from the testing corpus (see section 3). We
also apply the intersection set with the causative/effect concepts of NWCgpg, NWCyq, and NWCirq to identify
the common-cause/effect of disease complications for representing CEpair series containing the
complication-development parts from several extracted-CEpair series.

Our research is organized into 5 sections. In section 2, related work is summarized. Problems in
determining the CEpair series from texts are described in section 3 and section 4 shows our framework of
determining the CEpair series. In section 5, we evaluate and conclude our proposed model.

2. RELATED WORKS

Several strategies [3-9] have been proposed to determine the cause-effect relation from texts without
the cause-effect series consideration except [8]. Girju [3] proposed decision tree learning the causal relation
from a sentence based on the lexico syntactic pattern (NP1 causal-verb NP2). Chang [4] used cue-phrase and
the statistical approach to NP-pair probabilities to solve the causal relation occurrence within two EDUs.
Verb-pair rules were applied along with machine learning techniques to extract the causality occurrence
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within several effect EDUs [5]. There are more research works based on the lexico syntactic pattern with the
causal concept as in [6] proposed the Restricted Hidden Naive Bayes model to learn and extract the causality
from the English documents. Where the learning features in [6] include contextual, syntactic, position, and
connective features. Mirza [7] applied the rule-based, Support Vector Machine and the temporal reasoning to
extract the causal relation on a complex sentence or two simple sentences from English documents. Whilst
causal chains were generated by adding the causal chains obtained from latent topics to the causal chains
obtained from word matching [8]. The model’s [8] is based on noun features including hidden causal chains
solved by latent topics. Events of automatic pathway curation using the popular mTOR pathway (mTOR is a
kinase that in humans is encoded by the MTOR gene) [9] were extracted by using different training datasets
and learning algorithms. Their event extraction based on the noun derivative extracts the entities (genes,
proteins etc), reactions (e.g. phosphorylation) and their arguments (theme, cause, and product). Whereas
event pairs of our research are based on verb phrases. Nevertheless, most of the previous works on the cause-
effect relation are based on noun/NP features (except [5]) existing on one/two sentences without the series
consideration (except [8]) whereas our work has NP1 ellipsis occurrences on documents. Even though [5]’s
work is based on verb phrases, their work emphasizes on a cause/effect boundary without the event-pair-
series consideration. Whilst [8]’s work as the causal chain emphasizes on NP1 and the latent topics.
However, there are few works on extracting the CEpair series as a disease causation direction including the
complication development.

3. PROBLEMS OF EXTRACTING CEPAIR SERIES FROM TEXTS
3.1. How to Determine EDU pair Having Cause-Effect Relation Including Word Ambiguities

The CEpair; expression as the cause-effect relation between two adjacency EDUs as an EDU pair
can be determined by using the discourse-cue set, {‘iws2¢/because’, ‘idavarassince’, 71 lxcause’,..}.

However, some discourse-cue set elements are ambiguity. For example: CEpairl of Example 1 has a
discourse cue, ‘4#avara/since’, on EDU2 whereas an EDU1-EDU2 pair of the following Example 2 having

‘1il@931n/since’ on EDU2 is not the CEpairl expression.

Example 2 Topic Name: T3a121a31n15AluN2u/Heart Disease from Diabetes

... EDU1 : “gfaenvmirruaraidulsmia 19” (A diabetic patient might get the heart disease.)
“pirfelpatient (797270/diabetes  @79:i/u/might get  T5m3i2 Talheart disease

EDU2  : “idaven A19:1197a Tuwidangv’ (Since a blood sugar level is high.)
“iifavarnlsince A= alsugar level Tulin  i&asiblood  gwhigh ”

EDU3  : “[n19=11617a8 Tuibanad vin Didarsinduwedaiugodu ludos” ([The high blood sugar
level /EDUZ2]causes of having some increased chemical substance types in blood.) ...
“[ﬂ775u€7ﬁ77ﬂ?ulﬁaﬁ)§’ﬂ/high blood sugar level/EDU2] i1 Tyilcause dhave

&191adiuveridalisome chemical substance type  i/vgvdulincrease  Tufin - tAamlblood ” ...
Example 2 contains the following CEpair; occurrence.
EDU2-EDU3 Pair as CEpair1:EDU2 (cause)> EDU3(effect)

Moreover, there are some EDU occurrences with both causative-concepts and effect-concepts, i.e.
EDUS and EDUS of Example 1 on CEpair, to CEpairs and CEpair. to CEpairs respectively. It is difficult to
identify the certain EDU occurrence as the causative concept or the effect concept. With regard to the above
word ambiguity problem, we solved these examples of the word ambiguity problem by applying the NB
machine learning technique to learn the annotated NWordCo-concept pairs with the cause-effect/non-cause-
effect relation from each EDU pair on the learning corpus after stemming words and eliminating stop words.
And also, the NWordCo size has to be solved by SVM learning on the consecutive words on equation (1) of
each verb phrase with a slide window size of two adjacent words with a one word sliding distance on each
EDU’s verb phrase. The NWordCo extraction is then occurred after the NWordCo sizes have been solved.
The extracted NWordCo expressions along with concepts according to the word sequence from the testing
corpus are collected into NWC. NWC is then applied by the Cartesian product of NWCxNWC. The result of
the Cartesian product is an NWordCo-concept ordered pair set containing some ordered pairs with the cause-
effect relation. Therefore, we collect each element of NWCP¢, nwcpeek, (See section 1) by using the relation-
class learning results by NB from the annotated NWordCo-concept pairs to the result of the
Cartesian product.
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3.2. How to Determine CEpair Series Mingled with Non-Cause-Effect-Relation EDUs

Regarding Example 1, the CEpair series extraction including the cause-effect relation occurrences
and the stimulation relation occurrences on the series mingled with non-relation EDU as EDU3 of this
example is challenge. Therefore we propose using NWCP¢, as the cause-effect-relation template to determine
each CEpair series through the string matching by using the max_similarity scores (MaxSimilarityScore) [12]
between each ordered pair of NWCP¢ and each NWordCo-concept pair from the testing corpus and also
using the stimulating-cue-word set to determine the stimulation relation occurrence on the determined
CEpair series.

3.3. How to Identify Complication Development Parts for Representation

The disease complications do not occur on all extracted CEpair series from the disease documents.
If two or more disease types have the related complication development, each disease will have at least one
CEpairi having the same common-cause/effect. Therefore, we apply the intersection set, INtNWC, as in
equation (4) with the causative/effect concepts including the element ranking of IntNWC to identify the
common cause/effect of complications for representing the complication-development parts of the extracted-
CEpair series as shown in Figure 2 of Example 3 and Figure 3.

INtNWC = NWCghg "NWCxg N NWCarq 4
Example 3 Topic Name: 75a lsn97n T5mi137771/Diabetic Nephropathy
EDUL  : “wrfaeni/uTsm iwmarut/s=nnii2” (A patient gets type2 diabetes,)
“giferpatient (Fwget Tsa wrnrarur/sznnii2type2 diabetes
EDU2 : “iws1e5wne lunavduaveagasiuu’ (because the body does not respond to the hormone.)
“iwsrelbecause  5wAelbody Ixinot mavauavsialrespond_to a9 Ivuhormone ”
EDU3  : “to19:d5=puina lubangusiw (he will have too high blood sugar level.)
“igvhe  v:dwill have sedllevel wmralsugar (damlblood gvhigh”
EDU4  : “[s=dusimra TuEangwEDU3]

vir d lavitvrusnin lun1seaduaisarisiuasnisnsaveyavide ([The high blood sugar level
/EDU3] causes the kidneys to have extra-work in absorbing food nutrients and filtering
waste.)

“[high blood sugar levellEDU] #774lcause Islkidneys — #vausiiaihave extra work
gadiaabsorb a75a73174/food nutrients uasn15n5awand filter vavidelwaste”

EDUS  : “Fufluauns Dildan1sidoulunisviwiuvay lnTwaarsianr  (which is the cause of
deterioration in the kidney function afterwards.)
“dawhich  (Fuaune Wifalis_cause of nrmidauldeterioration 77579 UVaY lalkidney
function 7uusasiau/afterwards”

EDU6 : “uaslusign [n15idauTunrsvirviuzav le] viaTiAa laa1e” (And finally, [deterioration in
the kidney function/EDUA4] generates the kidney failure.)
“uasluiigaland finally [deterioration kidney function/EDU4] vi1 TviAslgenerate

Iara7eikidney failure”

(notResponseTo (notResponse (haveHigh (haveExtra (Deteriorate
Hormone) |—|TOHormone) BloodSugar) Work) Kidney)
EDU2 |5 EDUL EDU2 -;>EDU3 | | EDU3—P>EDU4 _‘ EDU4—> EDU5 | | EDU5>EDU6
cause Effect cause Effect L cause | effect cause | effect cause| effect
(beType2 (haveHigh (haveExtra (Deteriorate (Generate
Diabetes) BloodSugar) Work) Kidney) KidneyFailure
CEpairl CEpair2 CEpair3 CEpaird CEpair5

Figure 2. CEpair Series Representation of Example 3
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(notResponse i (notResponse (haveHigh (haveExtra (Deteriorate E
ToHormone) ! | ToHormone) BloodSugar) Work) Kidney) !
EDU2 > EDUL |, | EDU2 —>EDU3 EDU3—p> EDU4 EDU EDU5 EDU5T>EDU6 | !
cause | Effect || effect cause | effect cause| effect | !
(beType2 | **(haveHigh (haveExtra (Deteriorate (Generate !
Diabetes) | BloodSugar) Work) Kidney) KidneyFailure)!
CEpairl 1 CEpair2 CEpair3 CEpair4 CEpair5 !
(producelLess (lackOf | (unableToUse (haveHigh (Deteriorate (Constrict |
Hormone) | Sugar) BloodSugar) Artery) Artery) '
EDUZ:IiEDUI EDU4>EDUS H EDU5—> EDU6 H EDU&TEDW EDU EDUS EDUB-I-)EDU9 i
cause | effect \L_cause effect cause effect cause | effect i
(BeDiabetic) (unableToUse i **(haveHigh (Deteriorate (Constrict (Belschemic) i
" Artery) Arter ’
CEpairl nggﬁ—g E (:Bé%(;?éuaar) StimulationRel. CEpair4 Y CEpairs i

Figure 3. Show two complication development parts inside the rectangular dash line having “**” as the
common-effect of both complications of Figure 1 and Figure 2

4. FRAMEWORK OF EVENT-CONCEPT PAIR SERIES EXTRACTION TO PRESENT
DISEASE COMPLICATIONS
There are seven steps in our framework, Corpus Preparation, NWordCo Size Learning, Collection of
NWordCo with Event Concepts, NWordCo-Concept Pair Learning, Extraction of NWCP, Extraction of
CEpair Series, and Representation of Complication Development Parts as shown in Figure 4.

@"‘ Corpus preparation ~|—>| NWordCo Size Learning |
A 1

S A —
Text v NWordCo Size Model

NWordCo-Concept -
Pair Learning Collection of NWC

v

ModeT o ordCo-Concept
Pairs w Cause-Effect Relatio

Stimulating Concept

-
v v
| Extraction of NWCPce | - -
Extraction of CEpair

Series
S A——
CEpair Series
CEpair Series with Disease Representation of Complication
omplication Development Parts Development Parts

Figure 4. System Overview

(NWordCo-Concept ordered pairs

v
‘ NWCPce
with Cause-Effect Relation)

4.1. Corpus Preparation

This step is to prepare an EDU corpus from the chronic disease documents, i.e. diabetes, kidney
disease, and artery disease, downloaded from hospitals web-boards (http://haamor.com/;
http://www.bangkokhealth.com; http://www.si.mahidol.ac.th/sidoc tor/e-pl/). The step involves using Thai-
word-segmentation tools [13] and Named-Entity recognition [14]. After the word segmentation is achieved,
EDU Segmentation [15] is then operated to provide a 3000 EDUs’ corpus (consists of 1000 EDUs from each
disease: the diabetes, kidney disease, and artery disease). The corpus included stemming words and the stop
word removal is separated into 3 parts; the first part of 1200 EDUs consists of 400EDUs from each disease
for learning the NWordCo sizes/boundaries having causative/effect/stimulating concepts and also learning
the NWordCo-concept pairs having the cause-effect relation. The second part of 1200 EDUs having
400EDUs from each disease is the testing corpus used for the NWordCo size determination to extract and
collect NWordCo occurrences with causative/effect/stimulating concepts into the NWordCo-concept set,
NWC. NWC consists of three disease-NWordCo-concept sets as NWCpd, NWCyq, and NWCsra. NWC are
also used for collecting NWCP¢. The third part of 600 EDUs consisting of 200 EDUs from each disease is
used for CEpair series extraction. This step also includes semi-automatic annotation of each NWordCo size
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along with the causative/effect/stimulating concept as shown in Figure 5. The step annotates the EDU pairs
through a CEpairlD property of each EDU tag as the CEpair elements of their CEpair series annotated by a
CEpairSeries tag. All word concepts of each NWordCo expression is referred to Wordnet (http://word-net.
princeton.edu/obtain) and MeSH after translating from Thai to English by Lexitron
(http:/Nexitron.nectec.or.th/).

""‘f&‘ﬂ?“ﬁ"ﬁ‘” " OV g K Ot [~ ¢ GRS v £ [ A7 A R g
4& W
“ A patentgesadihees discase™ since fhe body canrot fully use sugar nside the body, ™Becanse [hebody ] bcks
i vt oy S ke [betody)
<Topic_name Entity-concept=Diabetes/disease>f"A¢'[</Topic_name>............
<CEpairSeries ID= 1>
<EDU1 CEpairlD = 1 type=effect><NP1 concept= patient/human>&-/ncn </NP1>
<VP marker =no><N-Word-CoExpression N=2 words concept=‘getDiabetes’ >

<w1: setType="Verb-weak’ ; concept= ‘get’ boundary =‘yes’>ff </w1>

<w?2: setType=‘Noun’ ; concept= ‘diabetes’ boundary =‘yes’>wf"A¢[</w2>
</N-Word-CoExpression ></VP></EDU1>
<EDU2 CEpairlD = 1 type=cause | CEpairlD=2 type=effect><NP1 concept= body/organ>¥¢'</NP1>
<VP marker=yes><N-Word-CoExpression N=4words concept= ‘notTakeSugarForUse’ >

<w1: setType="Verb-strong’ ; concept="not take’ boundary =‘yes’>,; gi’</w1>

<w2: setType=‘Noun’ ; concept= ‘sugar’ boundary ='yes’> [A/'~</w2>

<w3: setType=‘Noun’ ; concept= ‘body/organ’ boundary =‘yes’>é¢"</w3>

<w4: setType="Verb-weak’ ; concept= ‘use’ boundary =‘yes’>, %&/w4>

<w5: setType=‘Adv’ ; concept= ‘fully’ boundary ='no’>@@ A/ w5>
</N-Word-CoExpression></VP></EDU2>
<EDU3 CEpairlD=2 type=cause | CEpairlD=3 type=cause ><NP1 concept= body/organ> ¢</NP1>
<VP marker=yes><N-Word-CoExpression N=2words concept= ‘lackOf Hormone’>

< wl: setType="Verb-strong’ ; concept="lack of’ boundary="yes’'>f/wi>

< w2: setType=‘Noun’ ; concept=‘insulin’ boundary =‘yes’>cé% [E4</w2>
</N-Word-CoExpression></VP></EDU3>

The CEpairSeries tag is the CEpair series tag. The N-Word-CoExpression tag is the word boundary tag of each
N-Word-Co expression. The wi tag is the word-i tag where i=1,2,..,num. .
The [..] symbol or ¢ means ellipsis (Zero Anaphora)

Figure 5. Annotation of NWordCo and CEpair Series

4.2. NWordCo Size Learning

With regard to NWordCo expression on equation (1) after stemming words and the stop word
removal, the features used to learn the NWordCo size from the learning corpus by SVM are obtained from
the annotated corpus containing the following concept sets: Verbsiong, Noun, Adj, Adv; where each element
of these concept sets should occur in more than 50% of the number of documents. SVM [10,11] with the
linear kernel: The linear function, f(x), of the input x = (X1...xx) assigned to the positive class if f(x) >0, and
otherwise to the negative class if f(x)<0, can be written as

x)=(wt-x) +b ®)
= Z;lzl Wtjx]' +b
where x is a dichotomous vector number, wt is a weight vector, b is a bias, and (wt,b)eR"x R are the
parameters that control the function. The SVM learning is to determine the weight, wt;, and the bias, b, of
each word feature, w; (or x;) in the above binary feature vector format containing each word-concept pair (w;
Wij+1,) with a CausativeOrEffectOrStimulating concept, after checking the first word occurrence on VP
as follows.

If |:1 A (Wi € Verbstrong UVWeak) then
wi; is the first word of VP with the CausativeOrEffectOr Stimulating concept.

The N-Word-Co size/boundary learning from wwj»z of VP based on using Weka
(http:/Awww.cs.wakato.ac.nz/ml/weka/) is then the SVM supervised learning by sliding the window size of
two consecutive words with one sliding word distance after stemming words and the stop word removal.

Where j=1,2,..,n and n is End-of-Boundary and is equivalent to the N value of NWordCo size.
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4.3. Collection of NWordCo with Event Concepts

The results of learning the NWordCo size by SVM from the previous step is the weight vector of all
w; and wj+1. This weight vector is used to solve each NWordCo size with a CausativeOrEffectOrStimulating
concept for extracting the solved-size NWordCo from the testing corpus into the NWordCo-concept set,

NWC, by Equation (5) as shown in Figure 6.

Assume that each EDU is represented by (NP1 VP).
L is a list of EDUs after stemmlrll\? words and the stop word removal .
Verb=Verlyong U Verbye, W= Nounu Verbye, uAdvuAdJ
NP1 is a noun phrase VP is a verb phrase ; enpi
NWC is an NWordCo-concept set
NWORDCO _EXTRACTION
1 NWC<J; NWeo €O ; i=1;j=1; k=0; fl="no’;
2 while j< Length[L] do
3 {; If i=1 then * identify the 1%word of NWordCo
[*determine VP consisting of only one word

18 { NWC<& NWC UNWCco; i=1; j++; NWco€« T} H
19 }return NWC

is an EDU’s NP1 ; evp is an EDU’s VP;

4 {> If (evp;wije Verbyong ) A NumberOfWords( evp; ) =1 then
5 { NWeco € enpl;.w; + enpl;w,+evp;w;; fl="no’ }

6 Elself (evp;.wie Verbyong ) then { NWco € evpw;; fl="es” }
7 Elself ( evp;.w; € Verbyea)A( BVP; Wiy € W)  then
8 { NWoco < (evp.w;+ evp;Wi) ; i++; fl=yes’}
9 i++ }, /* determine N-Word-Co size

10 while (fl=‘yes”) A (‘evp.w; eW) A (iendOfVerbPhrase) do
11 {; i=i-1;

12 Equatlon(S) ;

13 If class= ‘nonCorEorS_concept’ then fl & ‘no’

14 Else fl &yes’;

15 If class= ‘yes’) then NWco< NWco U w; ;

16 i++};

17 If NWco<>d A fl=‘no’ then /*append new NWordCo

Figure 6. NWordCo Extraction Algorithm

Moreover, some EDUs’ verb phrases consist of only one word of a verb, i.e. iy Fulincrese’
‘gvlbehigh’ ‘amavireduce’, which results in the NWordCo size or N=1 with lacking of some information to

represent those EDUs. Thus, we add two more words from the head noun of NP1 to the NWordCo expression
determined from the EDU’s verb phrase consisting of only one word of a verb. In regard to Figure 6., the
extracted NWordCo expressions existing in NWC from the testing corpus is collected with the concepts
according to the sequence of word concepts as shown in Table 1 consisting of the NWordCo expressions
with the causative, effect, and/or stimulating concepts. Table 1 also includes the annotated concepts from the

corpus preparation.

Table 1. NWordCo-Concept Set (NWC) Collection

NWordCo Expression WordSequenceConcept Concept
1Amloceur- ¥s1alsugar- (daalblood- . i
. <occur-sugar-blood-high> (haveHighBloodSugar)

gvlhigh
we11alsugar-idaalblood- gubeHigh <sugar-blood-beHigh> (haveHighBloodSugar)
78/lackOff- a5 uuhormone <lackOf-hormone> (lackOfHormone)
dihave-n12:unsneia/complication- <have-complication- . .
Talkidney kidney> (haveKidneyComplication)
71 TrflcauseTo- 12/561/Protein-i&aalblood- ) )

g <cause-protein-blood-low> (haveLowBloodProtein)
sillow

wauicollect- Joaifat-
wasmAanuadartery <collect-fat-artery> (collectFatinArtery)
vaamFaausvlartery-(Fasldeteriorate <artery-deteriorate> (haveDeteriorationOfArtery)

FaFeNossOf- T/s8ulprotein-
ilaa17:urine

<loss-protein-urine> (lossProteinToUrine)
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4.4. NWordCo-Concept Pair Learning

This step is the NB learning [11] of the NWordCo-concept pair occurrence feature with the
CauseEffectRelation class on several two adjacent EDUs as EDU pairs with CEpairlD annotations of the
annotated corpus from the corpus preparation step in section 4.1 as the learning corpus after stemming words
and eliminating stop. The learning results of this step by using Weka(http://www.cs.wakato.ac.nz/ml/weak/)
are the probabilities of the annotated NWordCo-concept pairs with the CauseEffectRelation and Non-
CauseEffectRelation classes as shown in Table 2.

Table 2. Show Probability of NWordCo-Concept Pair

NWordCo-Concept Pair: CauseEffect Non-CauseEffect
(CausativeNWordCoConcept)(EffectNWordCoConcept) Rel. Probabilty Rel. Probabilty
(lackOfhormone)(haveHighBloodSugar) 0.0171 0.0116
(deteriorateArtery)(constrictArtery) 0.0053 0.0029
(collectFatInArtery)(causeArteriosclerosis) 0.0053 0.0029
(lossProteinToUrine)(haveLowBloodProtein) 0.0132 0.0116
(haveLowBloodProtein )(getSwellSymptom) 0.0020 0.0025
(haveLowBloodProtein )(getKidneyFailure) 0.0038 0.0048

(haveHighBloodSugar )(deteriorateArtery) 0.0038 0.0048

4.5, Extraction of NWCPce

The collected NWC set from the previous step of in section 4.3 is used by the Cartesian product of
NWCxNWC to become an NWordCo order pair set, NWCordP. Where nwcOrdpair, € NWCordP ;
h=1,2,..,num; num is the number of elements of NWCordP. We then extract and collect only nwcOrdpairy
with the cause-effect relation into the NWCP. set by equation (6) with the probabilities of NWordCo-
concept pair occurrences from Table 2 resulted by the previous NB learning in section 4.4.

nwcOrdp Re |

arg max P(class|nwcOrdpair;,).
classeClass

arg max P(nwcOrdpair, | class)P(class). (6)
classeClass

where nwcOrdp Re |l is the relation of nwcOrdpair,, ;
nwcOrdpair, € NWCordP which is an NWordCo order pair set;
Class = { CauseEffect Re lation', 'nonCauseEffect Re lationt'}
h=12,.num; num is the number of elements of the NWCordP set;

4.6. Extraction of CEpair Series

The objective of this step is to extract the CEpair series by using the similarity scores/
MaxSimilarityScore [12] on the following equation (7) to determine the string matching between tnwcp and
nwcpeek. Where tnwep is an NWordCo-concept pair gained by sliding a window size of two consecutive
EDUs/NWordCos as an NWordCo pair (tnwc; and tnwcy) with one EDU/NWordCo distance from the
600EDUs testing corpus. And, nwcpee-kx € NWCP¢; thwe; has a causative/effect concept whilst thwc, has an
effect/causative concept respectively.

MaxSimilarityScore = ArgMaxSimilarityEiTcEpair{ [tWEp; N IWCPg, | ] 7
\/Itnwcp 5 [ x| Nwepge_ |
where numCEpair is the number of NWCP, elements ;
tnwc, andtnwec, are the NWordCo conceptsas a causativefffect concept
and an effect/causative concept respectively from the testing corpus
tnwep,; isa an NWordCo _ concept pair, thwe, andtnwe, ; B=12;
tnwep, =tnwe; + thwe, if thwc, is a cause; tnwep, =tnwe, + tnwe;  if tnwc, is a cause;
NWCPee_ € NWCPg, ;  NWCPge_i =NWCPge_i NWC + NWCPe_ NWC;
NWCP,, is an ordered pair setof NWordCo _ concept pairs having the cause_ effect relation.
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If MaxSimilarityScore between either tnwcp.tnwei+tnwep.tnwe, or tnwep.tnwee+ tnwep.tnwe; and
NWCPce-k-NWCei+NWCPce-k-NWCej @S Shown in Figure 7 is greater than or equal to 90%, then both tnwcp and
NWCPee-k are equivalent which results in nwcpee« appended to a series as Series,€Series; U NWCPee-k Where
Series, is the research output. Moreover, the stimulation relation occurrence on one EDU as the part of
CEpair series can be identified by using the stimulating-cue-word set.

Assume that each EDU is represented by (NP1 VP)
L is a list of EDU after stemming words and the stop word removal.
NWCP,, is an ordered pair set of the NWordCo-concept pairs with the cause-effect relation.
nwepeex € NWCP,; k is an index of an ordered pair element
tnwep is an NWordCo-concept pair from the testing corpus. tnwc is an NWordCo concept from the testing corpus.
nwcj is an NWordCo concept of EDUj ’s verb phrase. Scue is the stimulating-cue-word set.
CEPAIR_SERIES_EXTRACTIONS
1 j=1; g=1; i=1;fl="no’; k=0; a=1 ; nwcj€<J;
2 Class Relation{, private String Cstring; private String Estring;
private String Rstring;
Public Relation(String Cause, String Effect, String Relname) {
Cstring = Cause; Estring = Effect; Rstring = Relname }
public String getCause() {
return Cstring ;
} ete ..... 0
ArraylList<Relation> Series, = new ArrayList();
3 nwcj = NWordCo Determination
/*By using NWORDCO_ EXTRACTION algorithm
Of Figure 6 from line no.3 through line no.16
4 While j< Length[L] do

5 {; While g £ 2 A j £ Length[L] do

6 {2 If nwcj <> O then

7 { tnwec, €nwcj ; g++ };

8 J++;

9 If g< 2 A j < Length[L] then

10 { nwcj €J;i=1;fl1='no’; nwcj = NWordCo Determination};

| PI
11 If tnwe; # @ A tnwc, # J A tnwc; #tnwc, then
/*determine the stimulation relation

/* wl and w2 is wordl and word2 of tnwc,

12 If (tnwcy.wleScue)V (tnwc,. (wl+w2) eScue) then

/* the stimulation relation on the NWordCo occurrence.
13 Series,.add (new Relation(tnwc;, tnwc,,“stimulation Rel”)
14 Else
15 {3 tnwcp = tnwc; + tnwc, ;

/* if the result of Equation (7)290% then
/* tnwcp=nwcCp.-x which is the CEpair element.

16 If MaxSimilarityScore (tnwcp, NWCPce )2>90% then
17 Series,.add(new Relation (RWCPce-x.NWCcq, NWCPce-k - NWCey,
“CEpair Rel”); /*nwcc, and nwcCe, is nwc.; and nwce;
}s s /* respectively of Equation(7)
18 tnwe; € tnwc, ; g=2;
19 If j < Length[L] then
20 { nwcj<d; i=1;fl='"no’; nwcj = NWordCo Determination} 1},

21 }Return Series,

Figure 7. CEpair Series Extraction Algorithm

4.7. Determination of Complication Development Parts for Representation

With regard to section 4.3, we collect three different NWordCo-concept sets: NWCgpg, NWCq, and
NWC.w from diabetes, kidney-disease, and artery-disease documents respectively. The intersection set,
INtNWC, with the causative/effect concepts of NWCghg, NWCyq, and NWCarg consists of the following
NWordCo elements: beHighbloodSugar, beHighbloodFat, inflameOrgan, deteriorateArtery, constrictArtery,
highHighBloodPressure, getDisease, beComplication, beNonfunctional, and malfunction. However, some
elements of IntNWC occasionally occur on the documents. Therefore, it is necessary to count and rank the
top 5 intnwc (where intnwc e IntNWC) by the number of intnwc occurrences as shown in Table 3 to
determine the most common-cause/effect (whose rank is equal to 1) of disease complications. The top 5
intnwc from Table 3 are used for determining the complication development parts of several extracted CEpair
series as shown in Figure 8 which shows only two extracted CEpair series in an ArrayList[2] object by the
CEpair Series Extraction algorithm in Figure 7. The result of determining CEPair series with complication
development parts by the algorithm in Figure 8 is kept in ListSeries [ ] which is the Array of ArrayList data
structure. Therefore, ListSeries [ ] is used to represent the CEPair series with complication development parts
as in Figure 8.
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Table 3. Show top 5 intnwc by number of occurrences

Each randomed Number Of NWordCo-Concept Occurrances
Disease has beHighblood- beHighblood- highHighBlood- Inflame-Organ Deteriorate-Artery
~150EDUs SugarLevel FatLevel Pressure
KidneyDisease 4 2 4 3 5
Diabetes 30 6 5 5 3
ArteryDisease 6 14 11 8 3
total 40 22 20 16 11
Rank 1 2 3 4 5

Assume that ListSeries is an array of ArrayList for representation of some CEpair Series with the complication
development parts for some disease types.
ListSeries has two elements of ArrayList where each ArrayList element contains a CEpair series of one disease type
document.
CEPAIR_SERIES_WITH_COMPLICATION_DEVELOPMENT
1 ArrayList<Relation> listSeries[] = new ArrayList[2];
2 listSeries[0] = Series; ; /* a=1 from CEpair Series Extraction
Algorithm for the 1lst disease type.
3 listSeries[1l] = Series, ; /* a=2 from CEpair Series Extraction
Algorithm for the 2nd disease type.
4 1=0;9=0;k=0; match=0;
5 SizeO=listSeries[0].size(); sizel=1listSeries[1l].size();
6 String[] ConceptRank = {“haveHighBloodSugar”,6 “haveHighBloodFat”,
“haveHighBloodPressure” ,“inflame” , “detericrate”}
7 while i < 5 A match=0 do
8 {3 While j <size0 A match=0 do
9 {; While k<sizel A match=0 do /*mark the common cause with “**”
10 {s If listSeries[0].get(j).getRelname ()= “CEpair” A
listSeries[1l] .get (k) .getRelname ()= “CEpair” A then
{ tempcj = listSeries[0].get(j).getCause();
tempej = listSeries[0].get(j).getEffect();
tempck = listSeries[l].get (k) .getCause();
tempek = listSeries[1l].get(k).getEffect();
If (listSeries[0].get(j).getCause ()=(ConceptRank[i])then
listSeries[0].set(j,”** ” + tempcj , tempej );
11 If (listSeries[0] .get(]j) .getEffect()=(ConceptRank[i]) then
12 listSeries[0] .set(j, tempcj , "** ” +tempe]j );
13 If (listSeries[1l].get (k) .getCause()=(ConceptRank[i])then
14 listSeries[1l].set(k,”** ” + tempck , tempek );
15 If (listSeries[1l].get (k) .getEffect()=(ConceptRank[i])then
16 listSeries[1l] .set(k, tempck ,”** ” + tempek );
17 match=1;
18 } k++; }s k=0; J++ }y k=0; J=0; i++; }s
20 }Return 1listSeries]]

Figure 8. Algorithm of Determining CEPair Series with Complication Development

5. EVALUATION AND CONCLUSION

There are four evaluations of the proposed research being evaluated by three expert judgments with
max win voting: the first evaluation is the extraction of NWC with the NWordCo size/boundary
consideration from 1200 EDU documents consisting of the diabetes, kidney, and artery diseases as a testing
corpus which is also used for the second evaluation. The extraction of NWCP¢. is evaluated as the second
evaluation. The third and the fourth evaluations are the CEpair series extraction and the common-cause/effect
identification from the other testing corpus of 600 EDUs consisting of the diabetes, kidney, and artery
diseases. The first and the second evaluations are based on the precisions and the recalls within ten fold cross
validation whilst the third and the fourth evaluations are the percentages of correctness. The precision of the
NWC extraction based on the size/boundary determination is 0.876 with the recall of 0.801 whilst the
precision of the NWCP,. extraction is 0.882 with the 0.757 recall. And the correctness of the CEpair series
extraction and the common-cause/effect identification are 89.5% and 90% respectively. The reasons of low
recalls in extracting NWC, and in determining NWCP are : 1) some causative event occurrences are based
on an event expression by a preposition phrase whilst their effect events are expressed by their verbs, i.e.
“(vaamdanuadlarteries )INP1 ((tFaudegenerate) Verb (((227/from)/prep (727547 1oy Tuidangvhaving

high blood lipids)/NP2)/PP)/VP” (The arteries degenerate from having high blood lipids). 2) some effect
event expressions occur on NP1, ie. “(a75022swelling)/NP1 (xa9soften (5aibegin #vilon feet)/VP”

(Swelling often begins at the feet.). Moreover, some problems that affect to the % correctness of the CEpair
series extraction and also the common-cause/effect identification are:
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1) the EDU sequence among a causative-event concept EDU, an effect-event concept EDU, and a non-
causative/effect-event concept EDU as follow.

EDU1-as Effect: “4/1/2enilu 15A11/1347114” (A patient gets a diabetes disease.)
EDU2-as Cause:“{#av917519n78 v10895 uudugau’ (Since the body lacks of insulin.)
EDU3-as nonCauseAndnonEffect:“ ugauiiviiavacyqrou bitwawnialy/le”  (Insulin has  a

function of signaling cells to take sugar for use.) .
EDU4-Effect:“[ w1825 wudugduw/EDU2]  virliswvnie Iuawrsauimnialy1els”  ([lacking  of
insulin/EDU2] makes the body unable to take the sugar for use.).......
where the following CEpair; can be determined except CEpair-
CEpair;:EDU2 (cause)> EDU1(effect)
CEpair,:EDU2 (cause)> EDU4(effect)

2) the boundary of causative/effect event concept EDUs, for example:

Topic: “#7 luFuiAan1zunsngauniv Il Why are there the kidney complication?”

EDU1-VPasCause: .
“n1sunsngaunv I T Isayrma1uiiluanaa1nn15iiu107a luldangvn1seaund’ (the kidney

disease complication of diabetic disease is the result of the blood sugar level being higher than
normal.) . ) )
EDU2-VPasEffect:“[ 7757741678 TutdanguEDUL] 71 Tilin151/3euut/aveavnis [vai e uidani ler

([the blood sugar level/EDU1] causes to have changing of blood circulation, in the kidneys.)
EDU3-VPasEffect:“#as/and (7577151678 Tuidang v EDUL]

gvrir in1siFeuudaviitda InTaensvdae (and [the blood sugar level /EDU1] also makes
changing the kidney cells.)

where EDUL is a causative-event concept EDU having EDU2 and EDU3 as the effect-event concept EDU
boundary.

CEpair;:EDU1 (cause)> EDU2(effect) A EDU3(effect)
3) the complex sentence, e.g.

Complex Stentence: “5=AL/1101871av1EYI1 141AAII 416799 AT (This sugar level

which is high causes problems as follows.) where ‘This sugar level which is high’ is equivalent to ‘This
high sugar level’

Hence, the research contributes the methodology to determine the CEpair series with the
complication development parts for clearly communicating health information and improving health literacy,
particularly the disease causation pathway, to people on the social network. Finally, our research can also
enhance the diagnosis and solving system of the other areas i.e. the business services industry analysis.
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