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Abstract 
RGA and SKDA are two different methods which can be used to detect the object in image based 

processing. In order to support the moving surveillance camera system which proposed in Telkom 
University, RGA and SKDA have tested to be reviewed which more reliable to be implemented in a single 
board computer. In this paper, will be discussed about implementation and testing of two different methods 
of object detection using backgrounds subtraction. For implementation, each of them will be combined with 
Extended Kalman Filter in a Raspberry Pi. The parameter which have tested are memory and CPU usage, 
and system utilization. The result shows that RGA is more reliable than SKDA to implemented in SBC 
because of less CPU usage and system utilization. 
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1. Introduction 
The study of object detection based on image processing is the interesting way until this 

time, especially in the implementation. Many methods have modeled and developed before, 
tried to be implemented in many system. But there are many constraints in embedded system 
implementation. In an embedded system such as single board computer (SBC), there’s lack 
processor with a limited memory capacity. Besides, limited power also will be a constraint in 
implementation. 

Raspberry Pi as a SBC has a small size and compact for embedded system 
implementation [1]. As a compensation, it can’t be upgraded by bigger memory capacity or 
higher processor. So, when someone try to implement a computing mechanism onto SBC, they 
must consider resources  limitation. As we know, the implementation of signal processing needs 
much enough resources in a computer. So, in this paper will be evaluated an implementation 
using SBC. What can be happened when we move the complicated techniques to limited 
resourced computer. 

Last year, proposed a moving surveillance camera in Telkom University for higher 
reliability in order to monitor indoor building [15]. Thus system consists of camera and SBC 
which can move follow the human movement. Consider the limitation of SBC, must be found 
best method with high accuray but still managed by a small size memory. Besides, the 
processing time still can be tolerated.    

There are two kind of main process in the system. The first is object detection. Many 
methods are developed in this way. Most of them use background substraction techniques, 
such as Running Gaussian Average, Temporal Median Filter, Mixture of Gaussian, Kernel 
Density Estimation, Sequential Kernel Density Approximation, and many more [2-4]. in this 
paper, will be only discussed about RGA and SKDA. 

We only tried to implement RGA and SKDA and evaluate them because RGA is said as 
a simple algorithm with an acceptable accuracy and only needs less memory consumption [5]. 
SKDA, is more complex algorithm but has high accuracy but still needs lower time complexity to 
be processed [6]. In the end, you can see the conclusion, where is fitter than other to be 
implemented in SBC. 
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The second process is movement prediction. Extended Kalman Filter (EKF) is used as 
an algorithm for predicting the movement [7]. The output from SKDA or RGA, processed in EKF 
to produce the direction. And then, SBC will command the camera to move directly to the object. 
The presentation is organized as follow: in the second section, will be described the method 
which is implemented in SBC. In the third section, we’ll discuss about the result of 
implementation, given the analysis and evaluation. And the last, conclusions are given. 
 
 
2. Research Method 
2.1. Running Gaussian Average (RGA) 

Running Gaussian Average (RGA) is one of many methods in bacground substraction 
[8]. This method can be used to detect the object, static or dynamic. RGA is also called as 1-G 
(One Gaussian) [2]. In RGA, background pixel modeled as Gaussian Distribution (µ,∑), where:  

μs , t  : mean point of each pixel and time; 
∑s ,t  : covariance matrix of each pixel and time [5]. 
Covariance matrix values depend on noise which is contained by the image. Higher 

noise will produces higher covariance matrix too. In the other words, higher noise in the image 

will also produce higher temporal gradient �I s ,t−μs , t�, so the pixel can be said as moving 
pixel. 

The mean and covariance are dynamic values, and can be updated by the formulas: 
 
μs , t+ 1= (1−α ). μs , t+α . I s , t        (1) 

 

∑s ,t+1= (1−α ).∑s ,t+α .(I s ,t−μs , t)(I s ,t−μs ,t )
T

     (2) 
 

In SBC implementation, covariance matrix can be optimized by calculate only the 
diagonal of the matrix. Because in general, covariance matrix consist of 3x3 matrix. Besides, 
can be used spatial agregation as like as morphological filter to make better performance of 
background substraction technique [2]. 

 
2.2. Sequential Kernel Density Approximation 

In Sequential Kernel Density Approximation (SKDA) method, mean-shift vector is used 
to track the gradient  which can detect main modes from pdf (probability density function) time 
from data sample by minimal set assumption directly [8]. SKDA uses Gaussian Kernel, noted by 
xi (i = 1,…,n), where: 

xi : Gaussian mean value; 
π : variance of covariance dxd related with Gaussian [4]. 
The finction from density point define as: 
 

݂ሺݔሻ ൌ
ଵ

ሺଶగሻ/మ	
∑ 

||భ/మ
expሺെ

ଵ

ଶ
,ݔଶሺܦ ,ݔ ܲሻሻ


ୀଵ      (3) 

 
Where, 
 

,ݔଶሺܦ ,ݔ ܲሻ ≡ ሺݔ െ ሻ்ݔ ܲ
ିଵሺݔ െ  ሻ      (4)ݔ

 
SKDA is optimized from Kernel Density Estimation (KDE). Where sample frame taken 

process is compressed so time process in more efficient. This is happened because less frame 
is sent to be processed, so the computation is lees complexity [8]. 
 
2.3. Extended Kalman Filter 

Extended Kalman Filter (EKF) is a set of  functions which are used to estimate current 
system state and correct them byased on previous state. EKF uses two calculation parameter, 
they are prior state and posterior state [7, 9]. You can see as follows: 

Prior state calculation given as: 



TELKOMNIKA  ISSN: 2302-4046  

Evaluation of Moving Object Detection Methods based on General… (Agung Nugroho Jati) 

125

ݔ ൌ 	݂ሺݔ௧, ௧ିଵሻݔ 
డሺ௫,௫షభሻ

డഋషభᇣᇧᇧᇤᇧᇧᇥ
ி

ሺݔ௧ െ	ݔ௧ିଵሻ       (5) 

 
Posterior State Calculation given as: 
 
ݔ ൌ ݔ  ௧ݖሺܭ െ ݄ሺݔ௧ሻሻ        (6) 

 
Where K is Kalman gain given below: 
 

ܭ ൌ	Σഥ௧ܪ௧்ሺܪ௧Σഥ௧ܪ௧் 	ܳ௧ሻିଵ       (7) 
 
And h(X) is a calculation function as follows: 
 

݄ሺݔ௧ሻ ൌ 	݄ሺݔ௧ሻ 
డሺ௫ሻ

డഋᇣᇤᇥ
ு

ሺݔ௧ିଵ െ  ௧ሻ       (8)ݔ̅

 
∑: covariance error, where can be calculate by: 

 
Σ௧ ൌ ௧்ܨ௧Σ௧ିଵܨ  R௧        (9) 
 
Σ௧ ൌ ሺܫ െ	K௧H௧ሻΣ௧        (10) 

 
H & F: calculation matrix, calculate by Jacobian below: 
 
∂h (xt , xt− 1)
∂ xt− 1 for H        (11) 

 
∂ f (xt , xt− 1)
∂ ́xt−1  for F        (12) 

 
Q: calculation error. 
 
From those formulas, I is defined as identity matrix and R is defined as calculation error. 

Dynamic system can be taken by replacing value of zt be xt−1 . Those technique optimizes the 
direction of camera detection when there are more than one object exist. 
 
2.4. Object Movement Model 

Object movement is modeled by a linear movement. Gotten by calculating the 
difference of current frame coordinate and previous one. So, the model given as follows: 

 
௧ݔ ൌ ௧ିଵݔ   ௧,௧ିଵ;        (13)ݔ∆
 
௧ݕ ൌ ௧ିଵݕ   ௧,௧ିଵ;        (14)ݕ∆

 
Where x, is a horizontal axis, y is vertical axis, and t is the time. 
 
2.5. Raspberry Pi Model B 

As a SBC, we use Raspberry Pi model B. Raspberry Pi uses SoC from Broadcomm 
BCM2835 and consist of ARM11 700 MHz processor, 512 MB RAM, and GPU Videocore IV. 
This SBC uses SDCard for booting sequence and storage system [10, 11]. 

 
2.6. Evaluation Criteria 

There are two kind of evaluation criterias. First criteria is related with each background 
substraction methods. For RGA, the parameters are learning rate (a) and deviation standart 
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constant (k) [5, 8]. And in SKDA, they are data variances (ߪ) and t (threshold) [2, 12]. Second 
criteria, which are wanted to know to see performances of implementation in SBC. They are 
including memory and CPU usage, and system utilization. 

 
 

 
Figure 1. Raspberry Pi model B [8] 

 
 
3. Results and Analysis 
3.1. System Design 

System hardware consist of camera, SBC Raspberry Pi, and servo motor for directing 
camera to the object. First, system has to detect the object by RGA or SKDA. If there are any 
movement of the object, system will follow that movement. In order to smooth the system 
movement, Extended Kalman Filter is implemented. In the simple way, system described by this 
picture below. 

 

Object Detection
(using RGA or SKDA)

Movement 
Prediction

(using Extended 
Kalman Filter)

Camera 
Movement

Update Image

Captured video 
from camera

Motor control

 
Figure 2. System Implementation Scheme 

 
 
3.2. RGA and SKDA Parameters Analysis 

As explained before, SKDA has two important parameters. They are variance (ߪ) and 
threshold (t). We’ve already tested implementation of SKDA as a background substraction in 
some of scenarios. The results are described below. 

 
 

 
 

Figure 2. SKDA Precision Values Depends on Threshold and Variance 
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Based on the test, optimal value of the precision of the system are happened when 
variance 2 and threshold 1e-5. So, that value will be used for the implementation and 
performance testing. 

RGA also uses 2 parameters, they are learning rate and threshold. We’ve try to change 
the values of parameters in order to find optimal system. The result is described as follows. 

 
 

 
 

Figure 3. RGA Precision Values Depends on Learning Rate and Deviation Standart 
 
 
Optimal precision is achieved when a set as 0.6 and  t 1. Based on the graphic, higher 

threshold will make precision less and become un-optimal. This is also happened for the higher 
a value. 
 
3.3. EKF Parameter Testing 

EKF is used to predict the next movement of object. EKF performance depends on the 
Q (covariance) parameter. In this research, we’ve tried some variances of Q value and the 
result is described in the figure below. 

 
 

 
(a) 

 
(b) 

 
Figure 4. (a) amount of true prediction; (b) “speed” of prediction 

 
 

From the graphics above, shown that higher covariance will impact the “speed” of 
prediction to become less. For implementation, Q is set as 0.1 cause it has highest “speed” and 
still tolerated “true” prediction. Q=0 can’t be used because will give many “jump” processes. 
 
3.4. SBC Perfomance Analysis 

SBC based system performance can be seen by analyzing the memory and CPU usage 
[13, 14], also the system utilization. This test is proposed to know which technique is more 
compatible to be implemented in SBC.  
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Figure 5. RGA and SKDA Computation 
 
 

Based on the figure above, shown that SKDA use arround 10% CPU resource more 
than RGA. RGA uses CPU arround 73.45% average when is executed. And SKDA, use 
average 88.24% during executed by the system. Despite RGA has less usage of CPU, it uses 
large amount of memory capacity during the process. It’s described in the figure below. 

 
 

 
 

Figure 6. RGA and SKDA Memory Usage 
 
 

RGA uses more memory resource because it needs more memory space for deviation 
standart of each pixel (used 2 frames of every process). While SKDA only uses memory for 
putting 2 frames in every process. 

 
 

 
(a) 

 
(b) 

 
Figure 7. System Utilization (a) RGA; (b) SKDA 
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From Figure 7 above, we can say that RGA is more “healthy” than SKDA. The system is 
always in high utilization when system implement SKDA as background substraction technique. 
SKDA has less user time but higher idle time of the processor than RGA. It’s happened because 
by using SKDA as a backgound substraction technique, system more often send request data to 
the hardware level. 
 
 
4. Conclusion 

Based on the implementation, testing, and analysis can constructed some conclusions 
of the study. As a limited resources computer, single board computer can’t process a high level 
signal processing as realtime. There have been tested two kind of background substraction 
technique combined by EKF in a SBC. Both RGA and SKDA can be used as a background 
substration technique to detect the moving object in a SBC. But it’s required more than 256 MB 
memory capacity. RGA indeed, needs more memory usage (arround 0.1%) than SKDA to store 
deviation of each pixel for every frame. In the implementation, used 2 frames of captured video. 

However, RGA uses less resource of CPU in the process than SKDA. RGA just needs 
in average 73.45% of CPU resource while SKDA needs in average 88.24%. Because of that, 
SKDA needs more time processing. And it also influence the system utilization. Based on the 
study, known that SKDA will make system always in high utilization. 

All of the results of this study shown that RGA is more reliable to be implemented in 
SBC, especially Raspberry Pi. Still and all, the processing time needs to be increased more. It 
can be happened by replace the SBC with better CPU speed and higher memory capacity. 

In the further stage of study, the result from this study can be expanded to try other 
background substraction methods. And also in thext researches, can be implemented directly as 
a surveilance camera to follow the human movement. 
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