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 Nowadays, the requirement for high performance and sensitive alignment 

tools have increased after the advantage of the Deoxyribonucleic Acid 

(DNA) and molecular biology has been figured out through Bioinformatics 

study. Therefore, this paper reports the performance evaluation of parallel 

Smith-Waterman Algorithm implementation on the new NVIDIA GeForce 

GTX Titan X Graphic Processing Unit (GPU) compared to the Central 

Processing Unit (CPU) running on Intel® CoreTM i5-4440S CPU 2.80GHz. 

Both of the design were developed using C-programming language and 

targeted to the respective platform. The code for GPU was developed and 

compiled using NVIDIA Compute Unified Device Architecture (CUDA). It 

clearly recorded that, the performance of GPU based computational is better 

compared to the CPU based. These results indicate that the GPU based DNA 

sequence alignment has a better speed in accelerating the computational 

process of DNA sequence alignment. 
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1. INTRODUCTION 

The demand for advanced and high-performance computational method for comparing and 

searching biological sequences have increased, according to the exponential growth rate of biological 

sequences database [1-4]. Besides this demand, the requirement for high performance and sensitive 

comparison, and alignment tools have also increased after the advantage of the system for defining the 

solution is related to the deoxyribonucleic acid (DNA), human genomes and molecular biology has been 

figured out through bioinformatics study [5-6]. In DNA sequence alignment, the performance of comparison 

and alignment affect a lot of application processes such as vaccine design, drugs design, genetics detection, 

disease identification and curing method. Hence, with the high performance and high sensitivity DNA 

sequences alignment or comparison; the vaccines, drug, disease detection and disease curing method can be 

designed and defined in a faster way.  

In consumer cases, the effect of a chemical reaction due to the bad chemical contains in cosmetic 

and health product can be proven using DNA [7-8]. The demand for DNA sequence alignment for court 

evidence and reference is high in the past decade, proving a lack of cosmetic and pharmaceutical 

manufacturer, criminal and forensic cases [9-10]. To satisfy this need, high performance and sensitive 

biological comparison tools are very important for research and application of molecular biology today. 
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The demand for high sensitivity and high-performance DNA sequence alignment is higher and 

important since it can extract useful information from DNA sequences. The sensitive algorithm for DNA 

sequence alignment has been proposed and highlighted in [10] but the performance has degraded due to the 

high sensitivity and accuracy. The increase in performance and sensitivity in DNA sequence alignment 

contributes to the faster identification of information.  

Nowadays, the molecular biology research is focusing intensively on the genetic study in order to 

gain information regarding the genetic diseases and other diseases from cell level. The study of DNA repairs 

can be done in preventing the disease from occurring in the future through vaccines designed. In this study, 

the disease can be detected from the cells level. The mobility of the cell in protecting it from the disease can 

be analyzed in order to find the suitable protecting method or vaccines. All of these can be performed faster 

when having a sensitive and high-performance DNA sequence alignment tool for analyzing the DNA 

sequence from the cell. The database for disease due to social-demography and boundaries can be developed 

from the DNA sequences data and the control mechanism can develop faster for preventing the disease from 

spreading out.  

In bioinformatics study, there are two basic approaches currently being adopted in order to identify 

similarity scores of DNA between two sequences or referred to as pairwise alignment. This technique, known 

as a heuristic and dynamic programming. There are a number of important differences between heuristic and 

dynamic programming which is speed and accuracy, in term of speed the heuristic is faster to compute the 

score between pairwise alignment than dynamic programming, but it’s less sensitive in accuracy compared to 

dynamic programming. This paper aims to show the computational of the DNA similarity score using a 

Smith-Waterman algorithm based on dynamic programming. The smith waterman is one of the algorithm 

that has been derived from Needleman-Wunsch another dynamic programming which use the technique of 

divide and conquer in order to obtain optimal score alignment in biological sequence [11-13] due to the large 

complexity of this algorithm 0(  ) [14] and the rapid growth the DNA data size in database is  

exponential [1] it has make the process become slow when involve large sequence search. As a solution, the 

technique of parallel programming has been implement to reduce the computational time of SW algorithm. 

To improve this problem, method of parallel programming has been implanted reported in [15-19] 

as a way to improve the performance of SW algorithm by using FPGA as a medium to accelerate the time of 

algorithm, but FPGA can become excessive in term of price and development of it has become slow. To 

overcome this issue, the GPU (graphics processing unit) has been used to accelerate the SW algorithm, the 

GPU is a device that suitable for parallel programming it takes advantage of a large number of threads to 

execute work thus lead to minimizing the duration of the program. To take advantage of this system, in 2007 

NVIDIA has released a platform that works with C / C++ language known as CUDA (Compute Unified 

Device Architecture). This paper shows the evaluation performance of the SW algorithm on the NVIDIA 

GeForce GTX TITAN X GPU and Intel® CoreTM i5-4440S CPU 2.80GHz. 

 

 

 
 

Figure 1. Sequence alignment methods [20] 

 

 

The Smith-Waterman algorithm has been introduced by Temple F. Smith and Michael S. Waterman 

in 1981. This algorithm is one of the popular and widely been used as a method to find the similarity of 

pairwise alignment and the process of the SW algorithm can be divided into 3 stages, initialization ‘0’ in the 
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matrix, fill up the matrix and traceback. The process of initialization begins by initialize Hi,j = 0, where H0,j 

= 0 and Hi,0 = 0. Below in Figure 2 shows the data dependency in S algorithm, the comparison value of 

H(0,0), H(0,1), and (1,0) will be used as a score value for H(1,1). 

 

 
H(0,0) H(0,1) H(0,2) H(0,3) H(0,4) H(0,5) 

H(1,0) H(1,1) H(1,2) H(1,3) H(1,4) H(1,5) 

H(2,0) H(2,1) H(2,2) H(2,3) H(2,4) H(2,5) 

H(3,0) H(3,1) H(3,2) H(3,3) H(3,4) H(3,5) 

H(4,0) H(4,1) H(4,2) H(4,3) H(4,4) H(4,5) 

H(5,0) H(5,1) H(5,2) H(5,3) H(5,4) H(5,5) 

 

Figure 2. Computational cells of DNA sequence alignment 

 

 

Next, the matrix cell will be computed based on the sequences of S1 and S2, the computation of 

each cell calculated by the following equations: 
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In this stage, the computation of the matrix cell consists of the 4th cycle where each of this cycle 

plays the role to gain the final optimal score alignment in a matrix cell. In the 1st cycle  (       )  
 (   ) equation used by comparing the sequence where      represent similarity and D dissimilarity score 

based on the character between S1 and S2 sequence. Then on 2nd cycle, the  (     ) used upper cell value 

and d is a gap value and in 3th cycle  (     ) used horizontal value to compute the cell value.  

The last cycle ‘0’ in the equation represent restart, if the score value of computation reaches 

negative value it will be set as 0 which make it differ scoring method in the Needleman-Wunsch method. 

Once the matrix cell has been filled up with the score, the final stage of traceback will begin. On this stage, 

the process starts by mapping the path of the score, the starting point to trace the alignment starts at the 

highest score of the matrix cell inclined toward the upper cell, from this the optimal of pairwise alignment 

will be produced.  

 

 
  P U N C H E S 

 0 0 0 0 0 0 0 0 

P 0        

I 0        

N 0        

C 0        

H 0        

E 0        

S 0        

 

Figure 3. Example of DNA sequence cell initialization 

S1: --NCHES 

S2: --NCHES 

 

 

2. RESEARCH METHOD 

As shown in Equation 1 the SW algorithm involved high level computational, where its complexity 

0(  ) will increase proportional to the length of the DNA sequences. By implementing SW algorithm using 

NVIDIA CUDA an extension of the C programming language, make the code run on GPU [21] that act as the 

accelerator for this code. As a result, the duration computational of the dynamic programming will be 

shorten. The issue of complexity of workloads can be reduced because GPU design consist of hundreds of 

core and thousands of threads, and relatively the GPU threads are tremendously lightweight which suitable 

for parallel programming. The parallelism means that GPU system are able to operate under a large number 

of data concurrently, where all algorithm equation executed independently at the same time. 
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a) Graphic Processing Unit 

As stated above, theoretically the S-W algorithm performance can be improved by implementing 

CUDA C language. The NVIDIA CUDA concept can be described as heterogeneous computing that consists 

of two distinct parts; host (CPU) and device (GPU) [22]. 

Figure 4, shows the implementation of the SW algorithm using NVIDIA CUDA C and from the 

illustration represent of two blocks; Intel(R) Core(TM) i5-4440S CPU @ 2.80GHz as the host and GTX 

TITAN X with computes capability 6.1 as the device. The memory architecture of the GPU consists of 

registers, shared memory, constant memory, texture memory, local and global memory as shown in Figure 5. 

In this study, the parameter for parallel computation of quadratic equation of the SW algorithm will undergo 

inside of global memory and the transition of data between host and device done by using PCI Express 

(Peripheral Component Interconnect Express). In general, the purpose of using the GPU is to show the 

transformation of computation in term of performance compared to the CPU. 

 

 

 
 

Figure 4. Implementation of NVIDIA CUDA 

 

 

 
 

Figure 5. GPU Memory Architecture [22-23] 

 

 

The SW algorithm represents a matrix of m × n where this matrix having of the 2D array using two 

threads of indexes for it accessing the data in a 2D way. In order to maximize its performance, the kernel 

launch; a number of block and threads need to be configured appropriately depending on the size of m × n to 

achieve high occupancy. 

b) Central Processing Unit (CPU) 

The implementation of the C language in this study as shown in Figure 6, the illustration is shown 

the flow of a running process of the SW algorithm where the computation of the equation, trace back and at 
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the end of the final process making optimal alignment occurs in the host environment. The workload has 

been focused on the CPU, which lead to making the performance of the algorithm differ than the 

heterogeneous concept which distributes workload between GPU and CPU.  

 

 

 
 

Figure 6. Implementation in CPU 

 

 

3. RESULTS AND ANALYSIS 

This section shows the computational performance analysis of SW algorithm between two 

platforms; a Central Processing Unit (CPU) and Graphics Processing Unit (GPU), whereas the length of 

DNA sequences acts as a benchmark in this comparison. 

 

3.1. Data Collection From Base Pair Sequences 

In this study, the data have collected from GPU using base pair method to show the benchmark 

between the similar size of data from 1st sequence and 2nd sequence. The collection of data involved random 

of DNA sequences with the range from 1 to 100 of the sequence. 

 

 

Table 1. Smith-Waterman GPU model Table 2. Smith-Waterman CPU model 
Base pair Sequences Time (ms) 

1 0.015 

2 0.018 

3 0.025 
4 0.039 

5 0.045 

6 0.063 
7 0.083 

8 0.107 

9 0.133 
10 0.167 

20 0.827 
30 2.32 

40 5.583 

50 9.142 
60 15.692 

70 23.883 

80 34.535 
90 47.958 

100 64.531 
 

Base pair Sequences Time (ms) 

1 0.938 

2 1.114 

3 3.202 
4 6.654 

5 7.619 

6 8.177 
7 8.875 

8 9.718 

9 12.184 
10 21.251 

20 33.438 
30 56.863 

40 79.169 

50 106.796 
60 216.025 

70 260.426 

80 301.393 
90 365.466 

100 392.137 
 

 

 

Based on the implementation of both model the result depicted in Table 1 and Table 2, where the 

comparative value of runtime in milliseconds and GCUPS for all base pair sequences of the DNA. From the 

obtained data, has shown significant result between GPU and CPU can be perceived where the GPU data 

Table 1 lead to a dramatic reduction of runtime compared to CPU Table 2. 
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Figure 7. Computational Time Comparison between GPU and CPU 

 
 

The effect from both approaches, methods can be analyzed in Figure.7, from the illustration the SW 

algorithm model that has been utilized its usage by the GPU has shown an acceleration in performance in 

computational time and with the increment of each number of sequences the computations required less of 

time compared to the CPU model. From the data that has collected between both platforms by using 

parallelization, the algorithm is capable to produce a better result. 

 
 

Table 3. Speed-Up and Efficiency CUDA GPU and CPU 
Query Sequence Query 

Sequence 
Length 

 GPU 

Computational 
Time (ms) 

 (GPU) 

Computational 
Time (ms) 

 

Speed Up 

3CW1_w 138 164.23 427.735 2.60 

HZ785699 178 334.96 695.472 2.08 
BV097121 201 461.79 866.190 1.87 

G29020 241 751.21 955.277 1.27 

BV097130 260 921.74 1365.767 1.48 
U18389 286 1.197s 1378.209 1.15 

Average 1.74 

 
 

Based on the implementation of the SW algorithm which divides into two; sequential based on CPU 

and parallel methods based on the GPU. The result produces from Table 3 shows, the difference 

computational time achieved between these two platforms. The performance of the parallel technique 

empowers by the GPU are able to gain high performance, which reduces the computational time of the SW 

algorithm in the same number of DNA length compared to sequential. To implement comparison test, its 

involve several query sequences such as 3CW1_w, HZ785699, BV097121, G29020, BV097130 and U18389 

with a sequence length of 138, 178, 201, 241, 260 and 286, respectively. 

Another important finding that can be related to the obtained results, the differences in how 

sequential and parallel work. The computational problem of the SW algorithm needs to be solved by dividing 

and conquering the task. As normally, to solve this problem, it’s easy to break it down into small parts and 

compute it in a series manner. By computing it in sequential the runtime takes to solve the problem increased 

compared to the parallel which takes that small piece of the problem and computes it simultaneously. 

 
 

4. CONCLUSION 

In this paper, we discuss the comparison of computational time taken of DNA sequence using the 

Smith-Waterman algorithm between Central Processing Unit (CPU) and Graphic Processing Unit (GPU) 

method. Base on the result the SW algorithm using NVIDIA CUDA has successfully achieved the best result 

compared to the CPU, which show, the advantage of the parallelism of the GPU can bring out the high 

performance of SW algorithm. Other than use for sequence alignments such as DNA and protein, the SW 

algorithm also can be applied as a spam filter or plagiarism detection and another area which required the 

need for data comparison. Moreover, with the current growth, development of Graphic Processing Unit the 

performance of the algorithm can be improved in the future  
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