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 Scalarizing functions had long been observed for optimization of multi-

objective problems. Scalarizing functions on multi-objective problem along 

with Differential Evolution (DE) algorithm variants had been used to analyze 

the effect of scalarizing functions. The main purpose is to find the better 

scalarizing function which can be applied for optimization. The effective 

solution of the multi-objective problem depends on the various factors like the 

DE algorithm and the scalarizing functions used. Multi objective evolutionary 

algorithm (MOEA) framework in java had been used for performing the 

analysis. The Obtained results showed that Tchebysheff scalarization function 

performs better than the other scalarizing functions on various indicator 

functions used. 
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1. INTRODUCTION 

Recently, Differential evolution has attracted considerable research interest in multi-objective 

optimization in the domain of evolutionary algorithm. On comparison with traditional algorithms, DE is found 

to be performing better on different problems. The main research issue focuses on performance evaluation, 

fitness assignment and diversity maintenance where our main goal is performance evaluation. Recently some 

works on analyzing performance are also done [1].  

A Multi-objective problem (MOP) is defined as an optimization problem with several objective 

functions with decision variables in the feasible region Ω.  Mathematically it is given in equation (1) 

 

min 𝐹(𝑥) = (𝑓1(𝑥), 𝑓2(𝑥) … . 𝑓𝑚(𝑥)) (1) 

 

where 𝑥 ∈ Ω 

A problem which has one or more objective is called multi-objective problem. Scalarizing functions, 

in general, are used for decomposing a multi-objective problem into several single objective problems. 

Objective functions are denoted by𝑓(𝑥). Each multi-objective problem will have several objective functions 

and several decision variables.   

Differential Evolution (DE) is an evolutionary algorithm for optimizing a problem iteratively for 

improving the quality of the candidate solution. Differential evolution has been found to perform better on 

stability [2] thus, differential evolution is used for performing experiments for solving MOP using scalarizing 

functions. A number of scalarizing functions exist in literature which are used for performing experiments on 

different multi-objective optimization algorithms. Penalty bound intersection (PBI), Tchebysheff and weighted 

sum are commonly used scalarizing functions for any experiments. Hence, these are used on the experiments 

performed in this analysis.   
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DE steps includes initialization, mutation, recombination and selection. Initialization part assigns 

lower and upper bound to each of the target variable 𝑥 in candidates of the population and generate the 

candidates within that boundary. Mutation generates donor vector 𝑣 based on weighted difference of two 

different candidates and adding with another candidate , in which the method of selection of candidate decides 

the type of DE variant as DE/rand or DE/best. A Trial vector is produced, which is denoted by 𝑢 produced 

from donor vector and target vector. Selection mechanism selects better solution either from trial vector or 

target vector. 

After DE is applied and final population is found, they are applied with indicator functions for 

analyzing the performance of scalarizing functions. ZDT1 benchmark problem has been used in this analysis 

with four different DE algorithmic variants such as DE/rand/1/bin, DE/rand/2/bin, DE/best/1/bin and 

DE/best/2/bin with the scalarizing functions like PBI, Weighted sum, Tchebysheff, Modified Tchebysheff [3]. 

The indicator functions such as hyper volume and Inverted generational distance (IGD) are used for analyzing 

the performance of scalarizing functions on solving MOPs and Tchebysheff scalarization function is found to 

perform better than other scalarizing functions. 

The division of the remaining paper is as follows section 2 includes literature survey which includes 

basic concepts of multi-objective problem, scalarizing functions such as Tchebysheff (TS), Weighted Sum 

(WS), Penalty Bound Intersection (PBI), Modified Tchebysheff (MTS), variants of DE algorithms and 

indicator for performance evaluation. Section 3 includes experimental procedure, Section 4 includes 

experimental results and discussion and section 5 contain the conclusion. 

 

 

2. LITERATURE SURVEY 

2.1. DE variants 

a) DE/rand/p 

It is a general scheme where solutions are picked randomly. For each solution   𝑥(𝑘), where 𝑘 varies 

from 1 to N vector y is obtained by equation (3) 

 

𝑦 = 𝑥(𝑟1) + 𝐹(∑ (𝑥(𝑟2,𝑡) − 𝑥(𝑟3,𝑡))
𝑝
𝑖=1 ) (3) 

 

In the above equation, 𝑟1, 𝑟2,𝑡 , 𝑟3,𝑡 lies in 1 to N and they are unique and mutually exclusive. F is a 

constant factor within [0, 2]. Number of weighted difference is given by 𝑝. When 𝑝 is 1, it is DE/rand/1 where  

𝑟1 is randomly chosen. 𝑦 is the donor vector obtained in mutation.  

 

b) DE/best/p 
This DE scheme works similarly to rand/p scheme except that value of 𝑟1is the minimum value of the 

variables in solution for minimization problems. If value of 𝑝 is changed to 2 then it is DE/best/2. For each 

solution   𝑥(𝑘), where k varies from 1 to N vector y is obtained by the equation (4) 

 

𝑦 = 𝑥(𝑏𝑒𝑠𝑡) + 𝐹(∑ (𝑥(𝑟2,𝑡) − 𝑥(𝑟3,𝑡))
𝑝
𝑖=1 ) (4) 

 

In the above equation, 𝑟1, 𝑟2,𝑡 , 𝑟3,𝑡 lies in 1 to N and they are unique and mutually exclusive. Constant 

factor F, is within the range of 0 to 2. 𝑝 is number of weighted difference. 

 

2.2. Scalarizing function 

Scalarizing functions perform operations on individual objectives with each candidate of a population 

and produces a single fitness value. Fitness is compared among the parent and children and better solution goes 

to the next generation and refining happens for each generation producing a better Pareto front. 

 

a) Weighted sum 

This is the basic scalarizing function used on almost every scalarizing experiments on different  

papers [1], [7] and [8]. Weighted sum multiplies weight along with objective. Each weight should be chosen 

in a way that sum of weights should be equal to 1 and any weight should lie between 0 and 1. It is generally 

represented by the equation (5) 

 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐹(𝑋) = ∑ 𝑤𝑖𝑓𝑖(𝑥)𝑀
𝑖=1  (5) 

 

Where w is weight and f(x) is objective function. 

 

 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 13, No. 3, March 2019 :  974 – 981 

976 

b) Tchebysheff 

It is slightly different from weighted sum method in which fitness is calculated with each objective 

getting subtracted from the minimum value of the objective in the whole population which will be multiplied 

along with weight where any random weight will be within range 0 to 1[3]. Tchebysheff decomposition is 

mathematically given by the equation (6)   

 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 max
𝑖=1,…𝑘

[𝑤𝑖(𝑓𝑖(𝑥) − 𝑧𝑖
∗)] (6) 

 

where 𝑤𝑖 represent weight, 𝑓𝑖(𝑥) is objective function and 𝑧𝑖
∗ is minimum value of the objective function. 

 

c) Penalty Bound Intersection (PBI) 

This method calculates fitness based on sum of d1 and d2 which corresponds to projection vector 

length (𝑓(𝑥) − 𝑧∗) on weight vector w and perpendicular distance from 𝑓(𝑥) to w. 𝜃is penalty factor which is 

multiplied with 𝑑2 and added along with d1. Equation (7) denotes the measurement of fitness using PBI.  

 

min 𝑔𝑝𝑏𝑖(𝑥|𝑤, 𝑧 ∗) = 𝑑1 + 𝜃𝑑2 

s. t 𝑥 ∈ Ω𝑥 

𝑑1 =
||(𝑓(𝑥) − 𝑧∗)𝑇𝑤||

||𝑤||
 

𝑑2 = ||𝑓(𝑥) − (𝑧∗ + 𝑑1
𝑤

||𝑤||
)|| (7) 

 

𝑧∗ represents minimum value of the objective function. 𝑑1 measures convergence and 𝑑2represents diversity. 

From [7] we come to know that PBI is able to converge convex Pareto front large diversity corresponds to 

large 𝜃values and less value corresponds to convergence. 

 

d) Modified Tchebysheff: 

According to [3] modified Tchebysheff is same as weighted Tchebysheff except that weights are 

divided instead of being multiplied. It is given mathematically in equation (8) 

 

min
𝑥∈Ω

𝑔𝑚𝑡𝑐ℎ(𝐹(𝑥)|𝑤, 𝑧∗) = max
1≤𝑖≤𝑚

{
𝑓𝑖(𝑥)−𝑧𝑖

∗

𝑤𝑖
} 8) 

 

it is easy to handle nonlinear relationships by making this modification to conventional Tchebysheff [3]. 

 

 

3. RESEARCH METHOD 

In this paper, four scalarizing functions namely PBI, Tchebysheff, Modified Tchebysheff and 

Weighted sum are used for experiments with different DE variants. All the experiments are performed on 

ZDT1, a convex Pareto front problem with uniform weight 𝑤 0.5 and 0.5. Crossover rate, CR and scaling 

factor, F of the crossover and mutation operations of DE algorithm have been set with 0.1 and 0.5 respectively. 

Population size is set as 100 and each candidate is defined with 30 decision variables. The stopping criteria of 

the algorithm has been set as 10000 function evaluations. The total number of runs used is 5 for all variants of 

different scalarizing functions, As shown in Figure 1. 

 

 

 
 

Figure 1. Procedure for performing the experiment 
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The following Figure 1 represents the procedure used for performing the analysis. To compare the 

performance inverted generational distance and hyper volume has been used in order to measure the quality of 

non-dominated solution obtained in different variants because of different scalarization function. 

 

 

4. RESULTS AND DISCUSSION 

The performance results of the various DE algorithms on the metrics IGD and HV are grouped for 

each scalarizing functions. 

 

4.1. Analysis with variation of indicator functions 

a) IGD for weighted sum 

Figure 2 shows the results of different DE variants viz. DE/rand/1, DE/rand/2, DE/best/1 and 

DE/best/2, on IGD metrics using the scalarizing function weighted sum. 

 

 

 
 

Figure 2. Comparison of DE variants with IGD metrics and weighted sum scalarization function 

 

 

DE/best/1 starts performing better on initial part of function evaluation but DE/best/2/bin starts 

performing better from function evaluation 500. DE/rand/2 and DE/rand/1 initially does not perform well but 

at the end of mid of 7800 evaluations DE/rand/1 and rand/2 starts performing well and at the end of 10000 

evaluations DE/rand/1 converging towards the solution than other DE variants. 

 

b) IGD Modified Tchebysheff 

Figure 3 shows the results of different DE variants viz. DE/rand/1, DE/rand/2, DE/best/1 and 

DE/best/2, on IGD metrics using the scalarizing function Modified Tchebysheff 

 

 

 
 

Figure 3. Comparison of DE variants with IGD metrics and modified Tchebysheff scalarization function 
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Applying IGD on modified tchebysheff DE/best/2 starts to perform better than all other variants. In 

500 function evaluation DE/rand/2 starts to perform better than best/1 and rand/1. At 4000 evaluations best/1 

and rand/2 clashes and best/1 starts performing better there after. DE/rand/1 performs better till 1000 function 

evaluation and after that DE/best/1 and rand/2 starts performing better. At the end overall best/2 performs 

better. 

 

c) IGD Penalty Bound Intersection 

Figure 4 shows the results of different DE variants viz. DE/rand/1, DE/rand/2, DE/best/1 and 

DE/best/2, on IGD metrics using the scalarizing function Modified Tchebysheff. 

 

 

 
 

Figure 4. Comparison of DE variants with IGD metrics and PBI 

 

 

According to PBI, DE/rand/2 starts performing better initially but DE/best/2 overtakes it at 1500 

function evaluation. DE/rand/1 tries to perform better than best/2 at around end of 700 evaluations. DE/best/2 

starts performing better than best/1 at 7800 evaluations and at the end DE/best/2 performs better according to 

IGD on penalty factor of theta 1.0. 

 

d) IGD Tchebysheff 

Figure 5 shows the results of different DE variants viz. DE/rand/1, DE/rand/2, DE/best/1 and 

DE/best/2, on IGD metrics using the scalarizing function Tchebysheff. 

 

 

 
 

Figure 5. Comparison of DE variants with IGD metrics and Tchebysheff 
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Applying IGD metrics on Tchebysheff scalarization function, DE/best/1 starts to perform better from 

the first and at the mid of 2300 function evaluation DE/best/1 and DE/best/2 overlaps and in the middle of 

3500 function evaluation DE/best/2 starts to perform better and at the end DE/best/1 performs better than all 

other variants. 

 

4.2. Analysis with Variation in scalarizing functions 

4.2.1 Weighted sum 

Figure 6 shows the results of different DE variants viz. DE/rand/1, DE/rand/2, DE/best/1 and 

DE/best/2, on HV and IGD metrics using the scalarizing function weighted sum 

 

 

 
 

Figure 6. Comparison of DE variants with weighted sum 

 

 

According to hyper volume the higher one performs better and according to IGD lower one performs 

better. Thus, based on the result obtained above DE/rand/2 performs better in weighted sum and according to 

IGD rand/2 performs better. 
 

4.2.2 Tchebysheff scalarization function comparison 

Figure 7 shows the results of different DE variants viz. DE/rand/1, DE/rand/2, DE/best/1 and 

DE/best/2, on HV and IGD metrics using the scalarizing function Tchebysheff. 

 

 

 
 

Figure 7. Comparison of DE variants with Tchebysheff 
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According to IGD and hyper volume, DE/best/1 gets greater value on hyper volume and lower value 

on IGD thus producing better results.  

 

4.2.3 Modified Tchebysheff 

Figure 8 shows the results of different DE variants viz. DE/rand/1, DE/rand/2, DE/best/1 and 

DE/best/2, on HV and IGD metrics using the scalarizing function Modified Tchebysheff. 

 

 

 
 

Figure 8. Comparison of DE variants with Modified Tchebysheff 

 

 

From above result it is observed that on hyper volume DE/best/1 performs better and on IGD 

DE/best/2 performs better thus one single DE variant cannot be said as better thus modified Tchebysheff cannot 

be said to perform better on a single DE variant. 
 

4.2.4 PBI 

Following Figure 9 shows the results of different DE variants viz. DE/rand/1, DE/rand/2, DE/best/1 

and DE/best/2, on HV and IGD metrics using the scalarizing function PBI. 

According to the obtained result on PBI, by using IGD best/2 performs well and hyper volume 

produces value in negative thus anything cannot be predicted. Thus corresponding to the found experimental 

results, Tchebysheff produces a better result as both hyper volume and IGD shows same DE variant i.e. 

DE/best/1 and plot on function evaluation for Tchebysheff produces better results on DE/best/1. We conclude 

that Tchebysheff scalarization function performs better on MOP. 

 

 

 

 

Figure 9. Comparison of DE variants with PBI 
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5. CONCLUSION 

The way the technology has shown growth in the past decade is tremendous and unbelievable[12].  

The growth in Computing technologies,  IoT,  Artificial Intelligence,  AR/VR etc. is amazing [13, 14]. If it is 

possible to map the given problem as optimization kind problem, then it is very well that differential evolution 

algorithm can be used to solve that. So alongside these, Evolutionary algorithms are also growing  in parallel 

to solve multi-disciplinary problems. 

This paper examines the performance of four different scalarizing functions by using four DE 

algorithm variants such as DE/rand/1, DE/rand/2, DE/best/1 and DE/best/2 for solving MOP. Experimental 

results shows the better performance of Tchebysheff scalarizing function as it produces consistent result on 

different indicators such as IGD and HV for the DE algorithm, DE/best/1. Moreover, other scalarizing functions 

does not produce consistent results on different indicators. In-depth analysis can be performed by including 

more MOPs, more indicator functions and more evolutionary algorithms in future work. 
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