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 The aim of this work is to assist the city administration issue which involve 

the traffic flow disruption in an urban area. One of the causes of traffic flow 

disruption is double parking; thus, in this work, an automated double parking 

identification and alert system was developed using embedded vision system 

and internet of things. A camera was utilized to acquire the image of a 

parking area, and the image was processed using Beaglebone Black 

processor. A computer vision algorithm was developed to process the image 

using background subtraction, region of interest identification, and color 

analysis. When a double parked vehicle is detected, the data was sent into the 

cloud automatically to alert the city administrator for further action. The 

developed system achieved 91% accuracy in detecting the traffic violation of 

double parking 
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1. INTRODUCTION 

In this modern era, the affordability of purchasing vehicles increases nowadays. It directly results in 

increasing number of vehicles and thus produces high volume of traffic in the urban area. An issue of illegal 

parking has become more apparent problem faced by the city administration as it is one of the reasons that 

lead to bottleneck on road and soon congestion. Before enforcing the law to solve this problem, detecting 

such violation has been a challenge by multiple parties, as the task of detection solely dependent on human 

operator for surveillance [1].  

To aid with the detection of illegal parking, many techniques have been used which utilized various 

sensors. In sensor-based system, vehicles are detected using different kind of sensors such as inductive loop, 

magnetic sensor, ultrasonic sensor and infrared sensor. Inductive loop [2] and magnetic sensor [3] rely on the 

change of magnetic value due to parts of the vehicle to obtain the signal thus it is prevailing on tracking 

moving vehicles. Although these sensors provide high accuracy in detecting vehicles, the durability, 

installation and maintenance effort pose as major drawbacks as they require pavement cutting [4], [5]. 

Ultrasonic and infrared sensors are capable to determine whether a targeted spot is detected with vehicle, 

however due to the nature of using wavelets to sense objects, these sensors need direct line-of-sight on the 

targeted spot. Thus, they are very hard to protect against dust or accidental damage. Moreover, since 

individual sensor has to be placed on each targeted parking spot, implementation of such sensors on a large 

parking area and irregular surface will be costly and impractical due to many hardware installation and 

pavement cutting procedures. 

Computer vision method is generally more robust and has less dependency on the characteristics of 

the road surface and specificity on individual vehicle detection. It provides image visualization of a wide area 

[6]-[7] even on irregular surface and pathway. Image processing techniques have to be considered to provide 

the efficiency and effectiveness of vehicle detection. Before the image is processed for the detection purpose, 

a pre-processing technique is needed to enhance and improve the acquired image for better image processing 
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effectiveness. In [8], Soo proposed that in order to detect a vehicle in a particular placement, the detection 

region must be located at the region of interest (ROI). It means that the ROI should be placed on the 

prohibited area for detection of double-parked car. By defining ROI, the process of detecting vehicle 

availability can be simplified and use less processing power. Background subtraction algorithm will 

emphasize out the object on the foreground while removing the static background image which is the 

background model. This means that in practical, moving objects like vehicles and humans will be placed out 

and showed while the background model is replaced with a single color. As proposed in [9], this background 

subtraction algorithm is the simplest algorithm with optimal performance to be used in term of object 

detection. In [10], live videos were captured and analysed by comparing each frame with respect to any 

background scenes. As long as the capturing device is static, the object detection could be utilized in full 

performance. 

Based on the advantages of using video acquisition and computer vision algorithm in detecting 

vehicles for enforcement applications as discussed in [11], we aim to develop a computer vision algorithm 

that will automatically detect the violation of double-parked vehicles. 

 

 

2. RESEARCH METHOD 

2.1.  Hardware and Software Setup 
The automated double parking identification and alert system hardware consisted of a USB Logitech 

C310 camera attached on Beaglebone Black (BBB) microcontroller. A model of a parking space area was 

constructed as illustrated in Figure 1 and the camera and BBB were placed at a height that generated elevated 

bird-eye view of the parking space area. A row behind the parking slots was defined as the prohibited parking 

area, which if a vehicle parks in the area, it would be considered as a double parked vehicle. 
 

 

 
 

Figure 1. Model of a parking space area 
 

 

The computer vision algorithm of the system was developed inside BBB by using OpenCV libraries. 

To execute and compile the coding within BBB, OpenCV was first installed inside the hardware. Figure 2 

illustrates the proposed algorithm for double parking identification system. 
 

 

 
 

Figure 2. Proposed algorithm for double parking identification system 
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2.2. Background and Foreground Detection 

In this stage, the camera started to acquire the current image into the BBB storage. Then, two 

functions were executed in parallel. The first function converted the captured image from RGB into HSV 

color space, while the second function executed the background subtraction algorithm using mixture of 

Gaussian (MOG) method [12]. Finally, the region of interest (ROI) of the image was defined. 

Before generating the foreground model, the background model of the parking area was initialized. 

The background model consisted of the parking area without any vehicle, which was generated during the 

initialization (see Figure 3(a)). Then, the background subtraction using Gaussion Mixture Model [13], [14] 

was implemented on the RGB image (see Figure 3(b))to generate dynamic foreground model showing the 

vehicles as shown in Figure 3(c). 

 

 

   

   

(a) (b) (c)  

Figure 3. Sample image of (a)Background model, (b)Original image, (c)Foreground model 

 

 

Multiple ROIs were segmented on the prohibited parking area as shown in Figure 4. Each ROI was 

separated and processed individually by the image processing algorithm discussed in the following sections. 

The separation of ROIs was implemented into the original RGB image, foreground model and HSV image to 

ease the extraction of parameters needed. 

 

 

 
 

Figure 4. Multiple ROIs segmented on the prohibited parking area 

 

 

2.3. Parameters Initialization 

Four parameters were initialized before detecting any vehicles on the foreground model. They were 

set to 0 during the first frame of the image. The parameters are listed as below: 

 Count: indicates the number of times the ROI detected there is a parking violation. If Count=2, it means 

that a vehicle is immobile for 2 program runs. 

 Mean(R,G,B): indicate the mean values for red, green and blue spaces respectively. 

 Mean(H,S,V): indicate the mean values for hue, saturation and value spaces respectively. 

 Area: area of the foreground object (blob) by calculating the non-zero pixel in the foreground model 

image. 

 

2.4. Vehicle Detection 

The Area of the blob was calculated by counting the non-zero pixels in the ROI of the foreground 

model. To define the blob as a vehicle, the ratio of determination, Ca was introduced. This ratio was pre-

determined by placing a vehicle to the specific ROI, with multiple attempts of calibration and defining on 

how sensitive the detection should be. For example, when Ca=0.5, the calculated area has to be more than 

half of the total area of the ROI to define that there is a vehicle on the ROI. If the area is less than half of the 

total area of ROI, it means that there is no vehicle detected, thus the Count=0. Equation (1) shows the 

condition when there is a vehicle detected on the ROI, where ROI.Area indicates the total area of the ROI. 
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Area >=Ca*ROI.Are        (1) 

 

2.5. Violation Identification 

To identify whether there is any parking violation, the parameters on the current frame and previous 

frame were compared by calculating the changes in Mean(R,G,B) and Mean(H,S,V) values. ∆Parameter was 

calculated and compared with an Identification Parameter Range (IPR) to show the fluctuation value from 

previous frame to define whether the detected vehicle was the same from current frame. We considered two 

cases: 

Case 1: ∆Parameter >IPR: the fluctuation is high, therefore the vehicles from current and previous 

frames are different. Count will be set to 1, which means a vehicle is immobile for one time. 

Case 2: ∆Parameter <=IPR: the fluctuation is low, thus vehicles detected from current and previous 

frames are the same. Count will be increased by one to signify the same vehicle is immobile for an additional 

Count. IPR was determined experimentally by tabulating the parameters collected from 222 set of data. 

When the Count number reached 6, the vehicle was identified as violating the double parking rules. 

 

 

3. RESULTS AND ANALYSIS 

In this section, it is explained the results of research and at the same time is given the 

comprehensive discussion. Results can be presented in figures, graphs, tables and others that make the reader 

understand easily [2], [5]. The discussion can be made in several sub-chapters. 

 

3.1. Data Collection 

For every program execution, previous image files were replaced with current files to conserve 

memory in BBB. Three types of images were stored for each ROI which consisted of the RGB image, HSV 

image and the foreground image. A data logger (see Figure 5) was produced to save the parameters needed 

which include Count, Area, Mean (R,G,B), Mean(H,S,V) and ∆Parameter. 

 

 

 
 

Figure 5. Data logger 

 

 

3.2. Vehicle Detection 

Since the system objective is to detect a vehicle that violate the double parking rules, it should be 

able to detect whether the vehicle on the specific ROI is the same or different vehicle. Thus, two deciding 

factors were obtained in determining the success rate. 222 consecutive frames were obtained to test for the 

same or different vehicle detection. Table 1 shows the detection accuracy for each different parameter. The 
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changes of parameters were set as ∆R <=5, ∆G <=5, ∆B <=5, ∆H <=15, ∆S <=1.3, ∆V <=2.1. All parameters 

were able to detect the same vehicle correctly with 100% accuracy. However, using each parameter alone the 

failure rate of detecting different vehicle can be as high as 60.81%. Thus, the combinations of multiple 

parameters with AND logic were tested, which both detections produced 100% detection rate for ∆R & G & 

B <=5 & ∆H <=15 & ∆S <=1.3 as the best parameters combination. 

 

 

Table 1. Detection Accuracy with Different ∆Parameter Combination 

Detection Parameters 
Same Vehicle Different Vehicle 

True Identify False Identify True Identify False Identify 

∆R <=5 100.00% 0.00% 74.32% 25.68% 

∆G <=5 100.00% 0.00% 39.19% 60.81% 

∆B <=5 100.00% 0.00% 76.13% 23.87% 

∆H <=15 100.00% 0.00% 63.51% 36.49% 

∆S <=1.3 100.00% 0.00% 77.48% 22.52% 

∆V <=2.1 100.00% 0.00% 49.55% 51.80% 

∆H <=15 & ∆V <=2.1 100.00% 0.00% 70.27% 29.73% 

∆S <=1.3 & ∆V <=2.1 100.00% 0.00% 86.94% 13.06% 

∆H <=15 & ∆S <=1.3 100.00% 0.00% 91.89% 8.11% 

∆H <=15 & ∆S <=1.3 & ∆V <=2.1 100.00% 0.00% 91.89% 8.11% 

∆R & G & B <=5 100.00% 0.00% 96.85% 3.15% 

∆R & G & B <=5 & ∆H <=15 100.00% 0.00% 99.55% 0.45% 

∆R & G & B <=5 & ∆H <=15 & ∆S <=1.3 100.00% 0.00% 100.00% 0.00% 

 

 

3.3. Violation Identification 

In validating the parameters as mentioned in Section 3.2, an experiment to detect the vehicle 

violation was conducted. The results showed that out of 150 data collected, there were three cases identified. 

In the first case, S1 (see Figure 6(a)), the violation was correctly identified. The second case, S2 (see Figure 

6(b) indicates that the system could not identify there was a vehicle violate the rule or miscounted the Count 

whenever different car passed by. In the final case, S3 there was an undetected vehicle or misdetected empty 

ROI with a vehicle. This could be due to inconsistent lighting conditions, which caused inaccuracy in 

background subtraction and foreground detection. 

 

 

   
   

(a) (b) (c)  

Figure 6.(a) Case S1, (b) Case S2 and (c) Case S3 

 

 

A total of 143 data were correctly identified as case S1; whereas 6 and 1 data were identified as case 

S2 and S3 respectively. This resulted with 95.3% detection rate with true identification. In terms of violation 

identification, 75 violation occurances were tested and the system could identify 91% of the violations 

accurately. 

 

 

4. CONCLUSION 

In this paper, we present a development of algorithm for double park vehicle detection, which 

implements computer vision techniques. We first generated the background subtraction to generate the 

foreground model, which detects the vehicle on ROIs which are selected on the prohibited parking area. 

Then, the color spaces information of R, G, B, H, S and V are obtained. We use these parameters to 

determine whether the vehicle is immobile on the ROI. Finally, the vehicle which is immobile for more than 

6 counts is identified as violating the double park rules. The result shows that out algorithm achieves 91% 

accuracy. However, it is observed that the performance is poor when the lighting is too bright or too dark. In 
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the future, we will investigate image enhancement techniques, intelligent techniques and motion detection to 

address such issue to improve the performance. 
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