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ABSTRACT

The use of slang (non-standard language), especially in social media, is increasing. It causes reducing the level of understanding when communicating because not everyone understands slang (non-standard language). The purpose of this work is to develop a slang-word translator. The other objective is to find the minimum number of sentences and BiLingual Evaluation Understudy (BLEU) score used as a benchmark to determine that the translation is understandable. The approach used in this project is a phrase-based statistical machine translation (PBSMT) approach, suitable for low resource language, with a dataset of 100,000 sentences taken from the comments column of several online political news portals. The comments are then manually translated to produce a parallel corpus of non-standard language-standard language. The sample sentences are taken from the dataset then distributed using questionnaires to obtain the human understanding level regarding the translation result. The result of the implementation is a BLEU score of 64 and the minimum number of sentences to have an understandable machine translation is 500. The conclusion drawn from the distributed questionnaires is that humans can understand the sentences produced by the translation machine.
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1. INTRODUCTION

Language is the symbol used to express one's ideas, thoughts, and feelings to others [1]. As a form of conveying ideas and feelings, language continues to develop from generation to generation. Language development is influenced by language absorption and environmental factors. One result of language development is slang (non-standard language). Non-standard language is an informal language, is usually only known in certain social circles, and used among teenagers. Slang is an everyday language that modified in many ways [2].

Slang (non-standard) words usage, especially on social media, reduces the understanding level when communicating because not everyone understands slang (non-standard) words. Due to slang, the scattered information has a lot of noise that hinders the translation process and the text processing because the slang words are unrecognizable by the translation machine database [3]. The types of noise that occur are abbreviations, typos, and slang [4].
In previous research, Sebastian and Nugraha [4], the test data taken from the Instagram comments column belonging to several users. Furthermore, the test data then tokenized. The words listed in the online Kamus Besar Bahasa Indonesia (KBBI) are labeled as formal words. Meanwhile, for non-standard words, crowdsourcing labeling will be carried out using weighted majority voting to obtain the standard form of the non-standard words.

Another research Pennell and Liu [5] conducted normalization of short message text (SMS). The corpus is built using status from twitter.com. The research is done with 2 phases of approach, character-level MT and language model (LM). The first phase, machine translation model is trained in the character level. The next phase, they decode the hypothesis using a language model. By combining these two phases, it will produce a translation model that is close to the best translation.

In this work, we implemented a phrase-based statistical machine translation approach to develop a machine translation. Phrase-based statistical machine translation, a supervised machine learning type [6], is a corpus-based machine translation approach [7] that divides the given sentence into several phrases (phrase-level), then the translation process will be carried out on those phrases. We created the corpus by doing manual translation to the collected data from comment section in online news portal. Phrases that have been translated will be rearranged to become the result of the translation of the given sentence. The advantage of this approach is that it performs better than neural machine translation when the data has a lot of noise [8] and when the used language is low-resource [9].

The machine translation [10] is expected to be able to translate slang (non-standard) into standard language on the political sphere. The other objective of this work is to determine the minimum number of sentences and BLEU score that is used as a benchmark to show that the translation results are understandable. Also, to determine the human understanding level of the translation results produced by the machine translation model.

This journal consists of 4 main sections. The introduction section, explains the purpose and previous research. The research method section, describes the series of research methods used. The results and discussion section, discuss the results of the experiments carried out. The conclusion sections, contains the conclusions from the experiments that have been carried out.

2. RESEARCH METHOD

The main objective of this research is to develop the corpora and to use it to create a non-standard language to standard language machine translation model with Moses. Moses is a statistical machine translation system that can be used to automatically train translation model [11]. In the process, there is a training process that takes parallel data and uses co-occurrences of words and segments (known as phrases) to conclude the translation correspondence between the two languages of interest. In phrase-based machine translation, these correspondences are simply between continuous sequences of words, whereas in hierarchical phrase-based machine translation or syntax-based translation, more structure is added to the correspondences. Moses also implements an extension of phrase-based machine translation know as factored translation which enables extra linguistic information to be added to a phrase-based systems.

The two main components in Moses are the training pipeline and the decoder. There are also a variety of contributed tools and utilities. The training pipeline is really a collection of tools (mainly written in perl, with some in C++) which take the raw data (parallel and monolingual) and turn it into a machine translation model. The decoder is a single C++ application which, given a trained machine translation model and a source sentence, will translate the source sentence into the target language.

The proposed method divided into five parts; the first part is developing the non-standard languages and standard languages corpora; the second part is doing data preprocessing in Moses; the third part is performing the training process to the corpus provided; the fourth part is tuning processing; the fifth part is Evaluation processing to get the BLEU score. After the last part, the evaluation process, then the machine translation model is consumed into the user interface. The translation result is then also reviewed by respondents with a questionnaire provided. This questionnaire result will show the level of understanding of the translation results.

2.1. Developing non-standard languages to standard languages translation model

Figure 1 shows the system design. The dataset was scraped from the comment section of online news media in the politics section. The dataset was then preprocessed, trained, and tuned. The end result is a model machine translation that can be used to translate a non-formal Indonesian language to a formal Indonesian language. The next stage is evaluation, in this stage we provided a different dataset as a reference sentences to produce the BLEU score.
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2.1.1. Dataset

This research requires materials in non-standard form sentences that already have equivalent meanings in the standard form. The sentences used in this study are taken from online news media such as detik.com, kompas.com, and cnnindonesia.com. The data are taken from the comments column that comes from the news with political categories contained on these sites. However, the data is still in the form of non-standard sentences, so that further processing is needed so that the sentences have pairs in the form of standard sentences. Sentences of non-standard form and their translations into the standard form were made manually by correcting sentences due to the lack of materials. The dataset does not have any long sentences with the average length of sentences in the training dataset is 7.51 because long sentences can lead to a not good translation result [12]. This condition is also affect the result of the BLEU score [13].

We put the comments into an excel file which is then manually translated into a standard language. In this process, sentences with words that are not in the Kamus Besar Bahasa Indonesia (KBBI) replace with words or sentences that have the same or similar meaning. The results of these activities are non-standard sentences-standard sentences parallel datasets. Every non-standard sentence form has a pair in the standard sentence form. The process can be seen in Figure 2.

2.1.2. Data preprocessing

The sentences in the dataset have many variations. This condition affects the corpora manufacturing process. The preprocess itself has four steps to do. The steps are written [14]:

- Tokenize: at the tokenize stage, the gap between words as well as the gap between words and punctuation is given.
2.1.3. Training

KenLM will be used to build the n-gram language model [15] in both source and target domain. The key elements in language model are the probabilities of the word sequences written as \( P(w_1, w_2, ..., w_k) \). The probability in n-gram language model can be calculated from the sum of n-gram frequencies:

\[
P(w_i|w_{i-(n-1)}, ..., w_{i-1}) = \frac{\text{Count}(w_{i-(n-1)}, w_{i-1}, ..., w_i)}{\text{Count}(w_{i-(n-1)}, w_{i-1})}
\] (1)

The following is an example of n-gram language model:

1. Unigram (1-gram): \( P(W_i) \), \( P(W_{i+1}) \), ... , \( P(W_n) \)
2. Bigram (2-gram): \( P(W_i | W_{i-1}) \), \( P(W_{i+1} | W_i) \), \( P(W_{i+2} | W_{i+1}) \)
3. Trigram (3-gram): \( P(W_i, W_{i+1}, W_{i+2}) = P(W_i | W_{i+1}) P(W_{i+1} | W_i) P(W_{i+2} | W_{i+1}) \)

This process will generate a file in ARPA format. The ARPA file will contain probabilities and weights of the back-offs for each n-gram. Then the ARPA will be converted into a BLM file with the aim that the file can be processed faster. The translation model is used to pair the input text in the source language with the output text in the target language. Translation model built with tools Giza++ [16]. The translation modeling process by Giza++ produces a vocabulary corpus document, word alignment, and a phrase table [17]. The translation modeling process by Giza++ will also produce a translation model table consisting of a word table containing a set of words that matched between the source language and the target language with probability values.

2.1.4. Tuning

The tuning stage is done in Moses using minimum error rate training (MERT). MERT is a method that attempt to optimize the parameter of the model while considering a more complex evaluation than simply counting incorrect translation and attempt to train the model based on the method that will be used to evaluate the model [18]. The tuning process is done to develop better translation model than the one created on the training part [19]. The goal of MERT is to find a minimum error rate count on a representative corpus \( f_S \) with given translations \( \hat{e}_S \) and a set of \( K \) different candidate translations \( C_S = \{e_{S,1}, ..., e_{S,K}\} \). To achieve the goal, MERT use this optimization criterion on the process:

\[
\hat{e}(f_S; \lambda^M) = \arg\max_{e \in C} \sum_{m=1}^{M} \lambda_m h_m(e | f_s)
\] (2)

But the stated equation is not easy to handle because argmax operation is not possible to compute gradients and because there are many local optima of the objective function. To be able to compute gradients and smoothing the objective function, the following optimization criterion can be used. This optimization is a smoothed error count with parameter \( \alpha \) to adjust the smoothness.

\[
\hat{\lambda}^M = \arg\min_{\lambda^M} \left\{ \sum_{e \in C} E(e | f_s) \frac{p(e_{S,K})^\alpha}{\sum_k p(e_{S,K})^\alpha} \right\}
\] (3)

The smoothed error count is more stable and has fewer local optima than the unsmoothed one. And the result obtained by the smoothed equation does not significantly differ from the result of the unsmoothed equation of error count. Tuning requires a small amount of parallel data, separate from the training data. For tuning, the source language and target language tuning corpus are used, but tokenization and truecase are done first. The result of this tuning process is the MERT-\texttt{WORK} directory which contains a set of files. Inside this folder is the file moses.ini which is a configuration file for the decoder that has a number of default parameter settings.
2.1.5. Evaluation

Testing the translation results is done utilizing automatic testing of the machine translator. Automatic testing of the machine translator produces an output in the form of an accuracy value generated by Bilingual Evaluation Understudy (BLEU) [20]. This stage will use a different test set or parallel data set from the training data or tuning data. To run this testing process, tokenization and true case are first performed on the evaluation test set.

In the step-in automatic testing, the corpus to be tested first goes through an automatic translation step which will provide output in the form of a corpus in the target language that has been translated by the machine. After making the output in the form of automatic translation results from the machine translator, the next step is to get a score from the output by comparing the output with the target language manual corpus that has been made previously. BLEU will measures the modified n-gram precision score between automatic translation and reference translation and uses a constant called brevity penalty.

The BLEU value is obtained from the product of the brevity penalty with the geometric mean of the modified precision score. The higher the BLEU value, the more accurate the reference is. The value of $P_n$ is in the range of 0 to 1. A translation will reach a value of 1 if the translation is identical to the reference translation. Therefore, even with human translation, it is not possible to produce a value of 1. To produce a high BLEU value, the length of the translated sentence must be close to the length of the reference sentence, and the translated sentence must have the same word and order as the reference sentence. The BLEU formula is as follows [13]:

\begin{equation}
\text{Brevity Penalty} = \begin{cases} 
1 & \text{if } c > r \\
\frac{1}{e^{(1-r)}} & \text{if } c \leq r
\end{cases} \quad (4)
\end{equation}

\begin{equation}
P_n = \frac{\sum_{C \in \text{Candidates}} \sum_{n-gram \in C} \text{Count}_{\text{C}}(n\text{-gram})}{\sum_{C' \in \text{Candidates}} \sum_{n-gram' \in C'} \text{Count}_{C'}(n\text{-gram}')} \quad (5)
\end{equation}

\begin{equation}
\text{BLEU} = \text{BP} \cdot \exp \left( \sum_{n=1}^{N} w_n \log p_n \right) \quad (6)
\end{equation}

where,

- $\text{BP}$ = brevity penalty
- $c$ = length of the candidate translation
- $r$ = the reference corpus length
- $P_n$ = modified precision score
- $w_n = 1/N$ (the standard value for BLEU is 4)

2.2. Consuming the translation model into user interface

After we evaluate the machine translation model, the model is then integrated with the designed user interface. The purpose is so the users could access the translation model by using a web-based application. The translation model, which can translate non-standard languages into standard languages, is then integrated with the user interface using Python-based FlaskAPI [21]. Figure 3 shows the design interface of web application.

![Figure 3. Web application design](image-url)
2.3. Providing questionnaire for respondents

The purpose of distributing questionnaires is to find out the level of human understanding of the translation results obtained by the translation model, which is based on the previously calculated BLEU score from the evaluation stage. Figures 4 and 5 are the designs of prepared questionnaires. Filling out the questionnaire have been done by taking samples from the population of Del Institute of Technology (Students, Staff, and Lecturers). Based on existing data, it is known that there are 146 lecturers, 173 staff, and 1,473 students. By comparing the number of each entity with the total, we get the percentage of 8% lecturers, 10% staff, and 82% students. Based on these percentages, a sample of 4 lecturers, 5 staff, and 41 students were taken as questionnaire respondents.

![Figure 4. Questionnaire design for general respondents](image)

Questionnaires were distributed to 50 predetermined respondents. Because of the large amount of testing data, in this work the number of sample was obtained by using Slovin formula which has the ability to obtain a smaller number of samples but represents the entire population. Therefore, the number of sample sentences used is 100 sentences. The sample was obtained using the Slovin formula with a population of
20,000 sentences taken from testing data with a margin of error of 10% [22]. The sentences was taken using random sampling [23]. Each respondent was expected to fill in 2 types of questions. In the first type, respondents are expected to enter a translation of 4 non-standard sentences given. The second type, which is a Likert scale type [24], respondents are expected to choose the level of understanding of the four translations presented. One questionnaire is filled by two respondents. So, each questionnaire could have two different perspectives. Also, each questionnaire contains four translation results so it will not be too many and respondents could fill the questionnaire thoughtfully.

There is also a special questionnaire for linguists which contains 10 sentences with the lowest level of understanding based on the results of the general questionnaire. This questionnaire has 2 types of questions. The first type is in the form of stuffing, linguists are asked to translate the non-standard sentences given. The second type is also an entry, linguists are asked to sort sentences that are considered the most standard to the least standard.

3. RESULTS AND DISCUSSION

In this section, the results of the research are explained and at the same time, a comprehensive discussion is given. The sub-section will contain the results and discussion of the machine translation model using 100000 datasets, the distributed questionnaires, the experiment using different corpus, and the experiment using different mean lengths of sentences. The experiment was done using previously collected dataset. The dataset in this work does not include any long sentences because long sentences can cause problem [6].

3.1. Machine translation using 100000 dataset

In this section, we will discuss the result of machine translation model that have been made using 100000 dataset which are divided into 60000 training data, 20000 tuning data, and 20000 testing data. The average length of sentences in the training dataset is 7.51. The machine translation model is generated through the language modeling stage until the tuning stage as described in previous chapter. This machine translation model is built using a non-standard language corpus and a standard language corpus that has been prepared previously, so that the model can translate from non-standard language into standard language.

Using the translation machine model that has been built, then a BLEU score calculation is carried out to determine the closeness between the machine translation results and human translation understanding. The BLEU score obtained is 64.48, which means that the translation results have great quality [25]. The obtained BLEU score can be seen on Figure 6. The machine translation model that has been able to translate non-standard languages into standard languages is then connected to the application interface using the Python-based FlaskAPI. Figure 7 is the interface of Slang-word translator application.

![Figure 6. BLEU Score result](image)

![Figure 7. Application user interface](image)
The interface formed by two text-box and one button. Users can use the slang-word translator application with phrase-based statistical machine translation approach by typing non-standard sentences in the text area of non-standard sentences (left text box) and pressing the 'Translate' button. Then the user input of non-standard sentences will be translated into standard languages by the machine translation model that has been built before.

3.1.1. Result of questionnaire

In this sub-chapter, we will discuss the results of the general questionnaire which was distributed to 50 respondents. Each respondent is expected to give an opinion on 4 sentences in one questionnaire. There are 25 questionnaires provided and 1 questionnaire filled out by 2 respondents with the aim of having different assumptions in each sentence. So, each questionnaire will get 2 responses for 1 sentence. Responses to the survey on the level of human understanding of the results of machine translation can be seen in Table 1.

<table>
<thead>
<tr>
<th>Level of Understanding</th>
<th>Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not understand at all</td>
<td>10</td>
</tr>
<tr>
<td>Do not understand</td>
<td>28</td>
</tr>
<tr>
<td>Quite understand</td>
<td>40</td>
</tr>
<tr>
<td>Understand</td>
<td>69</td>
</tr>
<tr>
<td>Understand very well</td>
<td>53</td>
</tr>
<tr>
<td>Total</td>
<td>200</td>
</tr>
</tbody>
</table>

Based on the results of the questionnaire distributed there are five levels of understanding, namely do not understand at all, do not understand, quite understand, understand, and understand very well. At the level of understanding do not understand at all obtained as many as 10 opinions. At the level of understanding do not understand obtained as many as 28 opinions. At the level of understanding quite understand obtained as many as 40 opinions. At the level of understanding understand obtained as many as 69 and at the level of understanding very understand very well obtained as many as 53 opinions. It can be concluded that the majority of machine-translated sentences can be understood by the respondents.

Figure 8 illustrates the level of human understanding of the given machine translated sentences. This diagram shows that the largest percentage is the opinions with the level of understanding ‘understand’ and the smallest percentage is the opinions with the level of understanding ‘do not understand at all’. We calculated the BLEU score of the translated sentences input by the general respondents and the translated sentences from the machine translation. The BLEU value is obtained using a python-based program. The translated sentences input by the general respondents produced a BLEU score of 26.6. The translated sentences from the machine translation produced a BLEU score of 54.48. Based on the two BLEU scores, it can be concluded that the results of machine translation are better than the results of translations provided by the general public. In addition, based on the results of the linguist’s questionnaire containing 10 sentences with the lowest comprehension score, it can be concluded that the machine translated sentences cannot be understood, in line with the results obtained from the general questionnaire. The machine-translated sentences with a low level of understanding were then compared with the translations of linguists and it was found that the machine was still unable to translate non-standard sentences that had very irregular punctuation marks and sentences with OOV (Out of Vocabulary), which are sentences containing words which are not included in the corpus.
3.2. Experiment using different corpus quantity

By using the same steps, we created 7 machine translation models different corpus quantity. Each machine translation model produced different BLEU scores. The results of the experiment can be seen in Figure 9. Based on the results, we concluded that by using 500 datasets, good BLEU score result is obtained. We reckon this happened because the dataset is taken only in the political category so that the vocabulary contained in the corpus is less diverse. Assessment is taken based on the results of the BLEU score obtained from each test.

![Figure 9. BLEU Score based on corpus quantity](image)

3.3. Experiment using different sentence lengths

By using the same steps then 4 machine translation models were built using a different sentence length. Each machine translation model produced different BLEU scores. The results of the translation result on the corpus quantity can be seen in Figure 10. Based on the results of the tests that have been carried out, it was found that the sentence length in the corpus affects the resulting translation results. Model A and Model B produced a low BLEU score because the sentence is too-short which affects the probability of each word. Model D produces a better BLEU score than Model A and Model B, but not better than Model C. This is due to the too-long sentences contained in the corpus in Model D.

![Figure 10. BLEU score based on sentence length](image)

4. CONCLUSION

Statistical machine translation approach is a method used to implement the process of translating non-standard Indonesian into standard Indonesian sentences in the political sphere. This model is built using 100,000 pairs of non-standard sentences-standard sentences that have been prepared manually by humans and the results of the BLEU parameter produce a human understandable value of 64.48. We tested that 500 sentence pairs could produced a machine translation with a BLEU score of 39.51 which can still be understood by humans. We also tested the different sentence length and found that a too-long and too-short sentences produced a low BLEU score.
The results of the translation produced by machine translation are then analyzed by distributing questionnaires to 50 respondents to determine human understanding of the translation results. From the questionnaire, it is known that human understanding of the translation results given is appropriate. This is proven based on the opinions obtained, namely opinions with a level of machine understanding (34%) and very understanding (27%). It can be seen that most of the translation results can be reached by the respondents.

In this research, the data used only covers political topics and cannot cover other topics. Therefore, we suggest using augmentation techniques, which could create additional data or synthesize data using existing data, in future studies in the hope of expanding the scope of the topics used. Based on the results of our experiments, we found that too-short or too-long sentences lead to significant changes in the BLEU score. This could also be used as material for further research.
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