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ABSTRACT

COVID-19 vaccination topic has been a hot topic of discussions on social media platforms wondering its effectiveness against the SARS-COV-2 virus. Twitter is one of the social media platforms that people widely launched to express and share their thoughts about different issues touching their daily life. Though many studies have been undertaken for COVID-19 vaccine sentiment analysis, they are still limited and need to be updated constantly. This paper conducts a system for COVID-19 vaccine sentiment analysis based on data extracted from Twitter platform for the time interval from 1st of January till the 3rd of Sep. 2021, and by using deep learning techniques. The introduced system proposes to develop a model architecture based on a deep bidirectional long short-term memory (LSTM) neural network, to analyze tweets data in the form of positive, neutral, and negative. As a result, the overall accuracy of the developed model based on validation data is 74.92%. The obtained outcomes from the sentiment analysis system on collected tweets-data of COVID-19 vaccine revealed that neutral is the prominent sentiment with a rate of 69.5%, and negative sentiment has less rate of tweets reached 20.75% while the positive sentiment has a lesser rate of tweets reached of 9.67%.

This is an open access article under the CC BY-SA license.

1. INTRODUCTION

Sentiment analysis is the process of examining people's feelings on a particular aspect by using mathematical calculations [1]. Individuals can express themselves genuinely in time via using social media platforms like Twitter. Twitter is a great platform to utilize to analyze the true feelings of the general public. Because users can freely share their location, comments, opinions, and feelings, albeit limited within 280 characters, it is suitable in studies that require opinion analysis [2]. However, since October 2019 COVID-19 outbreak keeps disturbing the ordinary lifestyle of humans on the earth in most domains such as health, education, production, industry, tourism, and so on. To save humanity and cut down the danger of this virus, health organizations and companies that work in the medical section aimed at finding a proper vaccine against COVID-19 virus to preserve people's life as well as decrease of virus's effects on health. Many vaccines have been released recently such as Pfizer/BioNTech, Moderna, Oxford/AstraZeneca, Covaxin, Sputnik V, Sinopharm, and Sinovac. People commenced getting the vaccine all over the world to prevent COVID-19 threat. On the other hand, people throughout the world show different thoughts and sentiments toward the vaccine topic expressing that via their discussions on social media that could be varying between endorsements and oppositions for getting COVID-19 vaccine [3]. Research revealed that discussions
regarded the COVID-19 vaccine on Twitter have a high impact on individuals’ thinking positively or negatively that could encourage, be hesitant, or prevent people from taking the vaccine [4].

Therefore, it is essential to analyze general public sentiments toward COVID-19 vaccination to support governments and health organizations in all countries around the world to reach immunity goals in their communities. Public emotion inquiry can help in identifying the public overall sentiment rates toward a vaccine the matter that could assist in investigating issues that make people hesitate to be vaccinated. Besides, this will benefit policymakers and health researchers to perform appropriate initiatives to increase vaccines trust, in addition, to retain people aware enough and safer. Hence, this study conducts a sentiment analysis system for COVID-19 vaccine-based discussions topic on Twitter. The contribution of this work is summarized as follow: (i) introducing a sentiment analysis system for COVID-19 vaccine-related discussions on Twitter investigating the emotion of the public toward COVID-19 vaccines; (ii) deploying a model based on a deep bidirectional long short-term memory (LSTM) network can analyze big text data of Twitter posts regarding SARS-COV-2 vaccine sentimentally in the form of positive, negative, and neutral; (iii) performing data collection via extracting tweets posts-data concerning COVID-19 vaccination from Twitter platform using tweets-scraping API; (iv) gathering 131,268 tweets data from Twitter regarding COVID-19 vaccine for this analysis within a time interval mostly from January 1st, 2021 to September 3rd, 2021.

Recently, several studies have been introduced for COVID-19 vaccine sentiment analysis. Research by Rahman and Islam [5] conducted three machine learning sentiment analysis models for COVID-19 vaccine, which are stacking classifier (SC), the voting classifier (VC), and bagging classifier (BC). The data was collected from Twitter and it is about 12,000 tweets and annotated by three self-governing reviewers. The SC classifier has a significant F1-score that reached 83.5% in comparison with other classifiers. The study by Bonnevie et al. 2021 [6] introduced work to quantify the rise in vaccine opposition on Twitter. The study found that there is a clear fomenting against taking the vaccine, which may encourage those who are questioning vaccine, being hesitant, or mistrust in authorities of health to move toward COVID-19 vaccine opposition. Concluding that, such matter could have impacts on people’s health or life. The undertaken work compared the conversations on Twitter for four months before COVID-19 outbreak in United States for the period (10/15/2019 to 2/14/2020) to four subsequent months period (2/15/2020 to 6/14/2020) of the pandemic. Similarly, Rahul et al. [7] performed a method that considers topic modeling and sentiment analysis of COVID-19 vaccine based on Tweets data for the time from November 1 to December 16 in 2020. The total tweets that were extracted and used within the sentiment analysis method were 572,958 tweets, utilizing VADER and TextBlob. The results of VADER presented that 47.3% of tweets were positive, 8.6% of tweets were neutral, and 24.1% of tweets were negative, while according to TextBlob, 48.3% of tweets were positive, 36.1% of tweets were neutral, 15.6% of tweets were negative. It concluded that positive sentiment was the overweight tweets among others for both methods. Melton et al. [8] Achieved public sentiment analysis and latent dirichlet allocation topic modeling on textual data gathered from 13 Reddit communities about COVID-19 vaccine from Dec 1, 2020, to May 15, 2021, using a method of polarity analysis. The outcomes of the analysis revealed that for the mentioned period the positive sentiment was the more sentiment. In the paper, Liu and Liu [9] implemented sentiment analysis on English tweets of COVID-19 vaccine collected between November 1, 2020, and January 31, 2021. The compound score is computed using valence aware dictionary and sentiment reasoner tool to determine the sentiment of each tweet whether were positive, neutral, or negative respectively according to compound score (compound ≥ 0.05), (-0.05 < compound < 0.05), or (compound ≤ -0.05). The study did latent Dirichlet allocation analysis identified the key topics for positive and negative sentiment tweets in addition to performing temporal analysis to define trends of time a geographic analysis to investigate sentiment changes in tweets posted in diverse locations. The results of sentiment analysis for 2,678,372 COVID-19 vaccine related tweets were 42.8%, 26.9%, and 30.3% for positive, neutral, and negative, respectively. Alam et al. [10] introduced a sentiment analysis study for the topic of COVID-19 vaccine on Twitter using comparison results between Lstm and Bi-Lstm neural networks. However, their data collected from Twitter was for the period from 21 December 2020 till 21 July 2021. Their collected accuracy for deployed model was 90.59% for LSTM, and 90.83% for Bi-LSTM.

However, yet there is a growing need to keep analyzing big data of COVID-19 vaccine discussions on Twitter as long the COVID-19 pandemic is continual all over the world. Especially with the presence of other variants of COVID-19 virus lately such as Delta which put vaccination topic in a hot spot of discussions on social media wondering the efficacy of discovered vaccines of COVID-19 against SARS-COV-2 virus and its variants. Besides, the last conducted studies regarded COVID-19 vaccine has been performed for a period of collected data as well as sometimes for specific geo-location or country. There is a requirement to perform constant analysis for topics regarding SARS-COV-2 vaccination to understand issues that put people away from being vaccinated [11]–[19]. The rest of this paper is ordered as follows, section 2 discusses the proposed COVID-19 sentiment analysis system methodology, section 3 discusses experimental results, and section 4 discusses the conclusion.

Sentiment analysis system for COVID-19 vaccinations using data of Twitter (Eman Thabet Khalid)
2. METHOD

This study proposed a system based on model deployment in order to perform sentiment analysis for discussions regarding COVID-19 vaccine on Twitter platform. The proposed system uses the techniques of natural language processing (NLP) and deep learning. The methodology of our system consists of two stages. The first stage is responsible for model building, training and validation while the second stage is responsible for model deployment and implementation. The framework of our proposed system is depicted in Figure 1. Each stage of the proposed method commenced with a data pre-processing approach which includes data cleaning, data Tokenization, and pad-sequencing. That’s to make the data ready for analysis. The collected results from the Tokenization and pad-sequencing process is cleaned text in the form of numbers since numbers are the language of computer and neural networks can deal with numbers only. The sentiment words are also coded as numbers “neutral” into 0, “negative” into 1, and “positive” into 2. By the end of pre-processing only valid texts with relevant words remain so that the model can work on it.

In the building and training model stage, after the data pre-processing step the pre-processed train data is divided into train data and test data, where test data has 0.33%. Then, we construct our model using a deep bidirectional long short-term memory (LSTM) neural network. The architecture of our model consists of an embedding layer, Bi-LSTM layer, and Softmax dense layer in order to obtain features and train the model to classify text based on pre-defined sentiments (neutral, positive, and negative). In the model implementation and deployment stage, the trained model is saved and used to analyze the collected data of Twitter to identify the public sentiments toward COVID-19 vaccine topic, to help organizations of health and governors to find a policy to deal with matters that mistrust taking the vaccine. The data is pre-processed to be prepared for analyzing and then performing sentiment prediction.

Figure 1. The framework of COVID-19 vaccine sentiment analysis system

2.1. Model construction

The architecture of our model is composed of the pre-processing method, model construction, and model validation and evaluation. In the pre-processing method, based on previous studies [7]–[10], we cleaned the training dataset to remove the hyperlinks, numbers, punctuations, and particular characters that are not desired for building our sentiment analysis model. We performed data lowering and removing stop words that are represented in articles and prepositions that may not have particular meaning on their own or may not apply any kind of value to the analysis. We compute the max-length of the input sentences to perform Tokenization and padding. Tokenization is an operation for splitting texts into words via considering delimiters such as white-space, comma, semicolon, quotes, and periods. Tokens could be single words of type (verb, noun, pronoun, article, conjunction, preposition, punctuation, numbers, and alphanumeric), where the tokens list can be input for extra processing. Tokenizer converts each sentence into a sequence of integers via using python Keras’s pre-processing library for text, where each word in the sentence is replaced with an integer value from the vocabulary index. A whole sentence can be presented as a vector of size “max_len”, where “max_len” represents the number of words in the sentence via computing the lengthiest sentence in the
text. We follow that with a post-zero padding strategy in which all sentences in the input text (tweets) will have the same vector dimension (max_len). The proposed model architecture is composed of an input layer, embedding layer, Bi-LSTM layer with dropout strategy, and softmax dense layer, the model architecture illustrated Figure 2, in which 117 represent model input layer shape, 64 represents embedding layer dimension, Bi-LSTM network number of units is 64, the number of neurons for the dense layer of a deep neural network is 128, and 3 represents the dense layer for output layer based on Softmax activation function to classify text data features into 3 categories (positive, negative, and neutral).

![Figure 2. The proposed model of bidirectional LSTM for COVID-19 vaccine sentiment analysis](image)

The input layer is used to define the input shape based on the lengthiest sentence in text or document “max_len” which is equal to 117 in our study. The embedding layer is a method to represent a document word by an integer vector that can capture the context of a word in a text [20]. In this work, we use the embedding layer of the Keras library to map words into vectors. Embedding layer receives integer as input to be looked up in the internal dictionary to then get an associated dense vector. The initial weights for the embedding layer are generated randomly. The word vector is adjusted gradually using the backpropagation algorithm similar to the training algorithm of an artificial neural network. After the training is complete, an ideal word vectors matrix is produced. We set the input length of the word embedding layer to “max_len”, and the embedding dimension to 64. Dropout is a strategy to avoid a problem of overfitting via using the dropout parameter to randomly pick some neurons in the network layer and ignore their input and output features (turned to 0) [20], [21]. Because of the dropout ability to capture more randomness, the overfitting could be reduced. In our study, dropout with Bi-LSTM layer is added. In this work, the rate of dropout is set to 0.9%, where the number of epochs is set to 16.

2.2. Bidirectional LSTM neural network

Long short-term memory (LSTM) is a special form of recurrent neural networks (RNN) architecture that is specializing in natural language processing at its initial stage. It was proposed by Sepp Hochreiter and Jürgen Schmidhuber in 1997 to avoid the long-term dependency issue that plagued ordinary [22]. LSTM units come in a variety of topologies. A common architecture consists of a cell (the LSTM unit’s memory) and three “regulators,” or gates, that control the flow of knowledge within the unit: an input gate, an output gate, and a forget gate [23]. However, bidirectional LSTM models process data in both directions, rather than using only the prior context state to predict the next states as bidirectional RNN models do. At each time step, two separate LSTM models provide both backward and forward information about the sequence. This improves access to long-range state information, which has been effective for word embedding and a variety of other sequence processing issues [24]. In our work, we proposed to use one Bi-LSTM layer with 64 units same as the embedding dimension.

2.3. Softmax dense layer

In this work, in order to classify text or tweets and predicate sentiment, we use a dense layer with Softmax activation function, the number of neurons is 3. The dense layer is the neural network layer deeply connected in which every neuron in the dense layer receives input from all neurons in the earlier layer [20].
The dense layer has a weight-matrix \( w \), a vector of bias \( b \), and the activation function \( a \), the dense layer can be defined as:

\[
y = a((X.W) + b)
\]  

(1)

In this paper, the classification layer with Softmax activation function is utilized to predicate sentiment of 3 classes in the form of positive, neutral, and negative. The softmax layer is defined as follows:

\[
P \left( \frac{z}{z} \right) = \text{softmax}(w^zh + b^z)
\]  

(2)

\[
z = \text{argmax} \left( p \left( \frac{z}{z} \right) \right)
\]  

(3)

where \( z \) is the predicated sentiment, \( x \) is the given input, \( h \) represents hidden stats. Finally, the model is built by mapping between inputs and outputs.

2.4. Model fitting and training

To train the model, we compile the model using a loss function called categorical cross-entropy. We used the “Adam” optimization algorithm to optimize the optimizer and minimize the loss function. The evaluation metric used is accuracy.

2.5. Model prediction

After sentiment prediction, we conducted a result visualization approach to understand the outcomes.

3. RESULTS AND DISCUSSION

This study introduced a sentiment analysis system that can analyze big data of Twitter posts (tweets) related to COVID-19 vaccine discussions in the form of positive, neutral, and negative. This is because Twitter is one of the social media platforms that have a vital impact on people's behaviors in such a way that could convince people to take the vaccine, be hesitant, or prevent them. Besides, it can be beneficial for health organizations and governments to understand the issues that made the public around the world question COVID-19 vaccines, to work on such issues, and try to find solutions.

The system is constructed based on developing a deep learning model using the bidirectional LSTM neural network. To analyze vaccine data, we made data scraping from Twitter for the topics that regarded COVID-19 vaccine. The data was collected for the period from January 1st, 2021 to September 3rd, 2021 using Python Twint tool library, for geotagging. The keywords or search terms that were used for data extraction are: COVID-19 vaccine, COVID-19 vaccination, COVID-19 vaccine side effects, COVID-19 vaccine risks, Pfizer, Oxford, AstraZeneca, Moderna, and Sinovac. These terms are utilized to search for tweets that discuss COVID-19 vaccine from different aspects. We extracted 131,268 tweets, only 119,929 unique tweets were used after refining and removing duplicates, also only English tweets were chosen. Besides, there is no annotated tweet-dataset related to COVID-19 vaccine yet. Thus, based on previous studies from the literature [25], we used two annotated public tweet datasets which are the Apple tweeter sentiment dataset and Tweet extraction dataset that are available on Kaggle repository for sentiment analysis issues. The two datasets together composed in total 32,638 Tweets after cleaning, labeled as positive, negative, and neutral. Both data are utilized to train and validate the proposed model. We balanced and refined the training dataset via removing bias in tweets for sentiment over another. However, because the size of our extracted data was big and required a considerable time to get annotated. Then, we used the deployed model to make predication on our tweets-dataset of COVID-19 vaccine.

The proposed system was implemented using the programming language of Python 3.7 and its deep learning libraries for NLP including Keras and TensorFlow library, utilizing GPU of Google Colab. The train
data has been randomly split into 33% test data and 67% train data, the test data has been divided into 20% validation data and 13% test data. The evaluation metric that has been utilized to evaluate our work is the accuracy metric that based on “ModelCheckpoint” of “keras. callbacks”, in which we set monitor property equal to the accuracy of validation data, and based on that we set to save the best-acquired model during training process based on validation accuracy. The best model is set to be saved in the form “.h5” file to be utilized in the prediction process. A confusion matrix is also used to assess the results for every sentiment category. For comparison and performance evaluation, the performance of our developed model is compared with the performance of the LSTM neural network model. Based on the accuracy metric, our model has obtained higher accuracy see Table 1.

<table>
<thead>
<tr>
<th>Model name</th>
<th>Training accuracy</th>
<th>Training_loss_error</th>
<th>Validation accuracy</th>
<th>Validation_loss_error</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0.7544</td>
<td>0.5982</td>
<td>0.7171</td>
<td>0.6988</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>0.7624</td>
<td>0.5956</td>
<td>0.7492</td>
<td>0.6360</td>
</tr>
</tbody>
</table>

The confusion matrix is calculated for both train and test dataset and the obtained accuracy for each category (negative, neutral, and positive) using train data is 0.88, 0.72, and 0.78, respectively, while the obtained accuracy for each category using test data is 0.97, 0.65, and 0.75 for negative, neutral, and positive sentiments, as illustrated in Figure 3.

After the model training and validation stage, the developed model is used to make sentiment predictions on the collected tweets data of vaccination. Figure 4 shows the timeline explains the number of tweets for each sentiment category based on the date of each tweet. Consequently, we can notice that the sentiment “Neutral” is the overall sentiment for the detected interval from 1-1-2021 to 3-9-2021. More results about COVID-19 vaccine sentiment analysis is shown in Figure 5, from which we can figure out that the sentiment “Neutral” has the most sentiment rate (69.5%) for all collected data within the time-frame, whereas the “Negative” sentiment has second high-rate (20.75%) sentiment for the mentioned interval, and the “Positive” sentiment has less rate of sentiment (9.67%) among all the collected tweets.

To investigate and visualize the obtained results, we performed more investigations on the collected results from the prediction model to explore the sentiment toward some COVID-19 vaccinations such as Pfizer, Moderna, Sinovac, and AstraZeneca vaccines, the obtained results have shown in Figures from 6 to 9. As we can observe from the visualized results, the neutral sentiment is the relevant one through the addressed time interval, followed by negative sentiment for the same period while positive sentiment has fewer rates of tweets, for all pre-named vaccines. Thus, investigating and analyzing the sentiments of people tweets around the world for some time is beneficial and could contribute to realizing the people emotions toward the COVID-19 vaccinations to help governments and health organizations to highlight and limit the obstacles that may make people afraid form getting vaccinated as well as to make public more aware and trust COVID-19 vaccine.
Figure 4. The timeline shows the public sentiment toward COVID-19 vaccine according to date

Figure 5. The outcomes of predication regarding public sentiment toward COVID-19 vaccine

Figure 6. The predicated public sentiment toward Pfizer vaccine using Twitter data

Figure 7. The predicated public sentiment toward Sinovac vaccine using Twitter data

Figure 8. The predicated public sentiment toward AstraZeneca vaccine using Twitter data

Figure 9. The predicated public sentiment toward Moderna vaccine using Twitter data
4. CONCLUSION

This paper developed a system for COVID-19 vaccine sentiment analysis based on data extracted from Twitter platform for the time interval from 1st of January till the 3rd of Sep. 2021, 131, 268 tweets were scraped to implement this study. Since there is a requirement to perform constant analysis for topics regarding SARS-COV-2 vaccination on social media to understand issues that put people away from being vaccinated. This paper proposed a system that used deep learning techniques to deploy a model based on a bidirectional LSTM neural network in order to achieve promising results. The results of the proposed system have been obtained in the form of positive, negative, and neutral. The evaluation metric that we used in our study is accuracy for testing and validating our proposed model. The obtained accuracy for validation is 74.92% within the model training and fitting process. The accuracy of each sentiment category depending on train and test data is computed by confusion-matrix. The outcomes of the prediction on COVID-19 vaccine tweets showed neutral sentiment with a high rate of tweets followed by negative and positive sentiments with less and lesser rates respectively.
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