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ABSTRACT

Optical burst switching (OBS) is a transporting network for the optical internet in the years ahead vision. As OBS depends on statistical multiplexing, the effect of contention resolution is the main issue to achieve a low probability losing of burst. Basically, there are different ways to resolve contentsions in the OBS networks like wavelength conversion, deflection routing, burst segmentation and optical buffering using fiber delay lines. Burst segmentation and deflection routing as well as fiber delay lines technologies, are discussed among the various accessible conflict resolution techniques in this study. However, the main aim of this study is to demonstrate that, the performance of fiber delay line (FDL) is better than other techniques to resolve contention by comparing the performance of these different schemes based on burst losing probabilities and the data handling capability. To evaluate the performance, appropriate mathematical formulae were used. Under the MATLAB environment, the performance was measured based on the probability of burst loss versus incoming traffic (load). The outcomes suggest that deflection routing outperforms fiber delay lines and burst segmentation in the OBS network in terms of resolve the contention.
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1. INTRODUCTION

In the latest years, the interest for the internet has been growing, but in the present day, users rely heavily on the internet of things (IoT), artificial intelligence (AI), multimedia applications, and other internet technologies such as marketing and banking online. All of these technical advancements need a large amount of bandwidth in order to be implemented. Optical fiber may be offered solving to match the huge requirement of raw bandwidth. A single optical fiber can give a bandwidth of up to 50 GHz, so wavelength division multiplexed (WDM) is one of the solutions that matches the requirement of raw huge bandwidth [1]. WDM technology is widely used to meet the significant increase in the demand for channel capacity as a result of the rising customer and to face the challenges [2]. Optical fiber could enable the development of multimedia services due to its large bandwidth where optical fiber lines are the only way to provide bandwidth for internet services. WDM networks are used to implement bandwidth performance. Various wavelength
channels are transported through an optical fiber line and multiplexed using WDM in optical networks. As a result, optical networks that use WDM transmission technology give a large amount of bandwidth [3].

Optical networks have used a variety of switching technologies, including circuit switching (CS), packet switching (PS), and optical burst switching (OBS) [4], [5]. Between all of them, OBS is a technology for efficient and dynamically allocating bandwidth for processing high amounts of Internet traffic [6]. In optical circuit (OC) switching, before forwarding a traffic flow, a control packet establishes a lightpath between a source-destination pair. This path is dedicated by reserved a fixed channel. The optical circuit switching (OCS) method is suitable for lengthy and consistent traffic flows, but it wasted bandwidth because it may not be fully utilized [7]. Their disadvantages take time to set up and to destroy, and those resources are not efficiently employed while the circuit is established [8] as well as the utilizing resources become hard up and the transmission of other data becomes impossible although no wasting time in waiting during switching. In OP switching, the messages are routed as individual packets in a connectionless network and there is no resource reservation, no bandwidth reservation, and no processing time scheduling for each packet. OPS, has varied implementation issues for example, connection issues that can result in information loss, delays in information delivery and optical-electronic-optical conversion [9], high cost and high power consumption, yet it can enable high bandwidth utilization [7].

OBS is a data transmission technology, which combines optical switching and transmission to convey data in large bursts between associated ingress nodes. It is created by combining the greatest aspects of both PS and optical circuit switching (CS) while avoiding their drawbacks [10]. OBS is the next evolution of optical Internet technology. It has been chosen to get better bandwidth utilization for building a flexible network that is easily for handling the burst traffic generated by multimedia services. This switching improves transferring data in optical networks with high-speed switching technology [11]. OBS consist of: control burst (CB) and data bursts (DB) [3]. Data burst and control burst are referred to burst payload and burst header packet. Both utilize separate wavelengths for transmission [12]. The CB is sent before transmitting DB by a time called an offset time, to setup a route for the data burst in the switching system [3]. Table 1 compares the three switching techniques.

<table>
<thead>
<tr>
<th>Characteristics/Properties</th>
<th>Circuit</th>
<th>Packet</th>
<th>Burst</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
<td>Low</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Set-up</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Optical buffer</td>
<td>Unwanted</td>
<td>Wanted</td>
<td>Unwanted</td>
</tr>
<tr>
<td>Overhead Processing</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Traffic Adaptability</td>
<td>Low</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Speed's Switching</td>
<td>Slow</td>
<td>Fast</td>
<td>Moderate</td>
</tr>
<tr>
<td>Complexity Processing</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>Signaling Scheme</td>
<td>Two Ways</td>
<td>One Way</td>
<td>One Way</td>
</tr>
</tbody>
</table>

2. ARCHITECTURE OF OBS

Optical burst switching network is bufferless in nature [14], it consists of two nodes; edge (Ingress) node and core (Egress) nodes, internet protocol (IP) packets from different clients are aggregated at the ingress in form of burst and dis-aggregated to IP packet at the egress, where they routed to their distention [15] using one way signaling resource reservation protocol [16] to passes the bursts through the network without waiting an acknowledgment from destination [14]. Figure 1 is an illustration diagram of OBS network.

![Figure 1. OBS network](image-url)
The major functions of ingress nodes: assembling of burst, routing, and wavelength assignment, signaling, generating the control packet and determine the offset time. In core nodes, data bursts are shifted from one input port to other based on the information in the control packet header. Core node decides on the burst's route to resolve the contention between the numbers of bursts. Also, the major function of egress node is: disaggregates bursts to IP packets and directed the packets to the appropriate access network [15]. Inside OBS, the optical switches give a route optically over each router where no electronic data preparation takes place optically. Electronic header processing is still required in every router to obtain the switching data required to plan activities and switching. Control burst (header) is separated from the data burst and transferred in advance before the information to ensure successful preparation of the switching data and header's routing on a separated control channel [17]. The data burst switches optically without delay along its path, whereas the control packet header undergoes Optical/Electronic/Optical conversion at the intermediate nodes, which takes time for processing [5] as shown in Figure 2.

![Figure 2. Diagram of burst flow](image)

When two bursts or more use the same wavelength and compete at the same time for the same output port, this will lead to contention at a core node which cause losing of data burst. Repeated losing of data burst will impact on network performance in addition to the quality of service (QoS) of the network [16]. The focus of our discussion shifts to a comparison of fiber delay lines, deflection routing, and segmentation dropping techniques. Appropriate mathematical models were constructed and simulated using MATLAB simulation to assess the contention resolving capacity of both contention resolution schemes.

This paper ordered as: In section 2 contention resolution techniques. In section 3, contention resolution by using optical buffering. In section 4 contention resolution by using segmentation. In section 5 contention resolution by using deflection routing. In section 6 simulations and results. Final conclusion in section 7.

### 3. CONTENTION RESOLUTION TECHNIQUES

Contention is the main problem with OBS technique and has a negative impact on OBS networks. Contention occurs due to overlapping in service time [18], where the incoming burst is dropped if contention cannot resolve. It is important to resolve this problem because it is an essential performance criterion on OBS networks since it improves the quantity of service of the network [19].

Various approaches for burst contention resolution have been proposed. Optical buffering, wavelength conversion, deflection routing, and burst segmentation are the most common systems. For contention resolution between the bursts in optical buffer methods a competing burst is delay for a specific time by fiber delay lines, this delay is depending on the length of the burst. In the wavelength conversion techniques, when two or more bursts are contending for same port, one of them will directed to the adequate port while the other will directed to alternate output port by changing the wavelengths. In deflection routing, a competing burst would give a different path to its destination. Some of its disadvantages that the bursts may reach their destination out-of-order and the deflecting bursts may follow a long route to arrive their target. Bursts may have a long delay as a result of this. Furthermore, additional traffic is generated in the network when competing bursts traverse the network without needing to.

In the burst segmentation dropping scheme the burst is split into small parts called segments of burst. All of the segmented bursts are combined into one burst. When there is contention between bursts, the only segment burst those conflicts with segments of anthers burst are dropped [20]. The benefit of this technique is that it reduces the probability of burst loss without adding any additional hardware by using fragmented bursts [21]. To overcome burst losses due to contention in the network, two ways are used: reactive and proactive. The reactive contention strategy aims to resolve contentions that are exist in the core network, whereas the proactive congestion approach is aimed to avoid contentions from occurring in the network causing data burst losses [16], [22]. Figure 3 depicts the disagreement in OBS.

To resolve reactive conflict, a classic solution can be used such as: optical buffering utilizing a fiber delay lines, wavelength converter, deflecting routing and burst segmentation dropping. The only first three
approaches are effective in resolving conflicts, but they necessitate an extra hardware and additional cost and complexity to the circuits. In the dropping segmentation strategy, the interlaced part of the burst is only discarded where the dropping will be in the tail or in the head of the burst [1].

Figure 3. Contention in OBS [16], [22]

4. CONTENTION RESOLUTION BY USING OPTICAL BUFFERING IN OBS NETWORK

In optical buffer where risk assessment method statements (RAMs) do not available, the fiber delay line (FDLs) are used as optical buffer. Instead of being stored in the buffers, the competing bursts are delayed for a set amount of time. This done by reserving first the wavelength, then FDL reservation. At the beginning, check the availability of the wavelength where the data must wait for a minimal amount of time; if the waiting time is less than the FDL's delay, then data burst will send to FDL; otherwise, it will drop.

Before sending the data burst to FDLs it is necessary to know the FDLs’s length, this length depends on burst length, which is variable in OBS so, using of buffering is limited in OBS [9]. Figure 4 illustrates a NxN OBS node and with an input port N. Assume that, the burst arrival is considered a Poisson process, the length of bursts is exponentially distributed, the mean of transmission time (mean burst length) is 1/μ and λ is the data rate in burst per time.

Bursts from input ports are multiplexed to output ports where the received data rate at every output is λ. Assume that the interval time between bursts arrivals is represented by a random variable t, which is distributed exponentially with rate λ and density of probability f_T = λ e^{-λt}. A technique is presented in the node by assuming every output with a forward fixed length FDL buffering.

At out port A, before the burst reaches for it, it must specify whether there are any bursts under processing or not and also if there any bursts in the fiber delay line. The arriving burst can only export directly from port A if both FDL and port A are unused. If two bursts are contending on the same output line, one will transfer via port A, while the other will be delayed for a while via port B. To avoid competition between the arriving burst at port A and the delaying burst over FDL, use D=3/μ. The subsequent burst packets are only discarded when there is a conflict in port B. As a result, port A's conflict already moves to port B, and the fiber delay lines delays a numerous burst before delivering them to the output port [23].

Figure 4. The arrival rates to the output FDLs from various inputs [23]

Load (p) is the proportion of rate of arrival to the packet service rate. Assume p to be the parameter that denoted to the probability of a data burst being travelling to the port B. As shown in Figure 4, pλ represents the arrival rate of data burst to port B, while λ(1-p) is the arrival rate of the burst to port A. A burst
is directly delivered to port A when there is no delay, but when the burst is delivered to port B, means there is a delay of D, where D is the FDL’s propagation delay. In case, port B is occupied, the arriving burst from another input port (N-1) will be dropped. Every input port to the optical switch was designed as an M/M/1/∞ queue, in the simulation model [24], [25].

N is input ports for a N x N switching node, Π represent the probability of port B when it is busy.

The iterative in (1)-(6) were used to simulate the values of various network loads for N= 2, 4, 8, 16. Then, the probability of burst loss in this output port was calculated by (7) is:

\[ \Phi = \frac{\rho \lambda}{\rho \lambda + \mu} + \frac{(1-p) \lambda}{(1-p) \rho \lambda + \mu} \]  

(1)

\[ \Pi = \frac{\rho \lambda}{\rho \lambda + \mu} \]  

(2)

\[ \Gamma = (1 - \frac{\mu}{\mu + \rho \lambda (1-\Pi)}) e^{-p \lambda (1-\Pi) D} \]  

(3)

\[ \Psi = \left(1 - \frac{\mu}{\mu + \rho \lambda (1-\Pi)} e^{-p \lambda (1-\Pi) D}\right) \times \frac{\rho \lambda}{\rho \lambda + \mu} + \frac{(1-p) \lambda}{(1-p) \rho \lambda + \mu} \]  

(4)

\[ \Omega = \frac{\lambda}{\lambda + \mu} \]  

(5)

\[ p = \Gamma + \Phi - \Psi \]  

(6)

\[ P_b = \frac{N}{N-1} \Pi \]  

(7)

5. OBS NETWORK CONTENTION RESOLUTION USING SEGMENTATION DROPPING

Segmentation dropping technique resolved the conflict by discarding the overlapped part of the burst. When conflict occurs, the competing bursts are divided into segments and the overlapping ones will be dropped from the system [9]. These dropped segments can then be retransmitted again. This technique improved the throughput of the network, but still suffer from controlling the dropping segment, and drop segments regeneration [26], re-transmission and synchronization of data bursts as shown in Figure 5 [5]. Segmentation can be either segmenting the tail as in Figure 6(a) or segmenting the header as in Figure 6(b) [26].

Head dropping has an effect on transmitting the packets in sequence, and dropping of the tail lead to give incorrect information about burst length also the header doesn’t have any information about the new length because it still saves the original burst length so this indicates to ineffective utilization of the bandwidth [27]. The main difficulty in segmentation dropping technique is complex controlling and manages of drop segment and the regeneration segments. Core nodes in segmentation-based-dropping can be represented as MG2N0W0 standard system [1], with the probability of burst loss denoted as:

\[ P = \sum_{k=n-1}^{N_{NEW}} \left( \frac{k-n}{n} \frac{N_{NEW}}{k!(N_{NEW}-k)!} \left(\frac{\lambda}{\lambda+\mu}\right)^{k}(N_{NEW}) \right) \]  

(8)

The bursts arrival is treated as a Poisson Process; \( \lambda \) is the mean arrival rate of the burst and \( \frac{1}{\mu} \) is the mean of the burst length. N0 represents the number of the output channels available, W0 is the number of available output wavelengths and n is the entire of bandwidth resources, then n = N0W0. Similarly, if N_E denotes to the available number of input channels and W_E denote the number of available input wavelengths, the total available on input resource is N_EW_E, where N_EW_E is the number of available input channels where N_EW_E ≥ n [1].

Figure 5. Segmentation dropping [9]
6. CONTENTION RESOLUTION BY USING DEFLECTION ROUTING IN OBS NETWORK

Contention can be resolved by deflection routing technique by directing the competing burst to an output route other than the original port. If two data bursts are in the node A and want to arrive node B a same period of time, the shortest path from A to B will reserve for the burst that first arrive or the burst priority higher. Then, the data burst which is unprocessed will create a virtual route from A node to B over C to reach the nearest path to node B without wavelength conversion [1] as shown in Figure 7. So, in deflection routing, the probability of burst loss is decreasing, and utilization of the link will increase.

Congestion and re-routing of the data bursts are the main drawback in the OBS networks where the deflected burst increases congestion and it also speed-up contention and congestion on the deflection paths. When the traffic load is higher, the data burst keep-on in deviating from one route to another a few more times before reaching the required destination. This data bursts arrives out-of-order, and its effect is reflected on the data burst at the destination because the sequencing of data bursts at the egress node is important and required [9], [19]. The main limitations of deflection routing are the complexity in managing the deflected burst on the reflected route [26].

![Figure 7. Principal operation of deflection routing][2]

In a deflection routing process, the probability of loss is expressed as [1], where k is the number of input links to the node and n the number of alternate paths from the source to the destination node.

\[
P = \frac{\left(\frac{\lambda}{\mu}\right)^n \left(\frac{1}{\mu}\right) \prod_{k=1}^{n} \left(\frac{1}{\mu}\right)}{1 + \sum_{k=1}^{n} \left(\frac{\lambda}{\mu}\right)^k \prod_{j=1}^{k} \left(\frac{1}{\mu}\right)}
\]  
\[\text{(9)}\]

7. SIMULATION AND RESULTS

The capacity of the fiber delay lines, segmentation dropping and deflection routing systems to resolve contention is evaluated through simulations. Simulations were done for various of incoming traffic (load) \((\rho = \frac{\lambda}{\mu})\) to observe the impact of N (the number of wavelengths available dedicated to bursts on the output fiber links) on the burst loss probability. For different values of N, we also looked at how the burst loss probability changed with the load.

The major issue of this paper is to prove that, the performance of FDL is better to resolve contention in comparison with other techniques. This paper compares the incoming traffics against the burst loss
probability (BLP), whereby increasing the incoming traffics the BLP will decrease as seen in Figures 8-10. From these figures, the deflection routing technique got less BLP than other techniques, but its main drawback, during contention, the burst will deflect from one route to another until reach to their destination, this will cause delay the burst or may lost, while in case of FDL the delay is limited depending on the length of the burst, resulting in fiber delay lines being considered the best for reducing BLP. The simulations were carried out using MATLAB tools to estimate the burst loss probability of each fiber delay line, segmentation base dropping, and deflection routing strategies for varied network characteristics under proper node and traffic assumptions using (2), (7), (8), and (9).

In this simulation, we used the total entire of bandwidth resources n = 2, 4, 8, 16. Also, the available number of input channels N_E = 4, the number of available input wavelengths W_E = 10 (N_E W_E = 40), the total availability of input resource N_E W_E ≥ n. Mean burst arrival rate λ from 0 to 5 packets/sec, mean burst length \( \frac{1}{\mu} = 1 \text{ sec/packet} \), load range from 0 to 5 (\( \rho = \frac{\lambda}{\mu} \)), transmission rate 10Gbps and D = 3/\( \mu \), where D is the FDL's propagation delay.

Figure 8 represents the probability of burst loss versus load for various values of output channels available by fixing the number of input channel available in the segmentation dropping scheme. Also, it shows that, when the number of output channels is increased, the probability of dropping a burst is decreasing and the result validates reality. Figure 9 depicts the burst loss probability in deflecting routing schemes for various output channels values. On each output link in Deflection routing, there are W wavelengths available. Only N of the W output lines are dedicated to deflected bursts. Moreover, when the number of input channel keeping fixed so increasing in the number of output channels leads to decreases the burst loss probability.

Figure 10 represents the burst loss probability of fiber delay lines schemes for various values of available output channels. Obviously from the figure that increasing in the output channels causing increases in the burst loss probability. From Figures 8-10 we can conclude that: i) Deflection routing and segmentation dropping have the same principle that, reducing bursts losing probability as the number of output channels is increasing, but for fiber delay lines the increasing in number of output channels cause increasing in the burst loss probability. ii) For example, when n=4, the burst loss probability in segmentation dropping and deflection routing is 0.8585, 0.1373 respectively, and in fiber delay lines is 0.5327. We can conclude that contention resolution using deflection routing is better than the other techniques. iii) It is easy to reduce burst loss probability if the network load is low, on the other hand, contention can be increased when the network load increasing. For this, increasing in burst loss probability leads to drop the OBS networks efficiency.

Finally, Figure 11 shows the comparative performance analysis of fiber delay lines, deflection routing and segmentation dropping, for various inputs and output parameters. It also shows, the deflection routing scheme outperforms the fiber delay line and segmentation dropping schemes in terms of burst loss probability of various inputs and output parameters. Because the deflection routing scheme does not delay or drop the burst like the fiber delay line and segmentation schemes do.

Figure 11 further shows that the fiber delay line is better than deflection routing because when there is conflict at any node, the burst may deflect to an alternate route, which may result the burst taking a longer route to its destination. As a result, the delay for a burst may be unacceptable, but in case of a fiber delay line, the competing bursts are delayed by a predetermined amount of time proportionate to the length of the occupied delay line. This conclusion is quite interesting and useful in terms of designing a good network with a low blocking probability.
Figure 9. Burst loss probability versus incoming traffic in deflection routing by fixing input channel while varying output channel.

Figure 10. Burst loss probability versus incoming traffic in fiber delay lines by fixing input channel while varying output channel.

Figure 11. Comparative of the segmentation dropping, deflection routing, and fiber delay lines techniques for input channel 40 and output channel 4, respectively.
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