A comparative analysis of metaheuristic algorithms in fuzzy modelling for phishing attack detection
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ABSTRACT

Phishing attack is a well-known cyber security attack that happens to many people around the world. The increasing and never-ending case of phishing attack has led to more automated approaches in detecting phishing attack. One of the methods is applying fuzzy system. Fuzzy system is a rule-based system that utilize fuzzy sets and fuzzy logic concept to solve problems. However, it is hard to achieve optimal solution when applied to complex problem where the process of identify the fuzzy parameter becomes more complicated. To cater this issue, an optimization method is needed to identify the parameter of fuzzy automatically. The optimization method derives from the metaheuristic algorithm. Therefore, the aim of this study is to make a comparative analysis between the metaheuristic algorithms in fuzzy modelling. The study was conducted to analyse which algorithm performed better when applied in two datasets: website phishing dataset (WPD) and phishing websites dataset (PWD). Then the results were obtained to show the performance of every metaheuristic algorithm in terms of convergence speed, and four metrics including accuracy, recall, precision, and f-measure.

This is an open access article under the CC BY-SA license.

1. INTRODUCTION

Phishing attack is one of the simple and dangerous cyber security threats. It is an action of stealing other person private’s information for the attacker’s own benefits. The person who did this crime is called a phisher. The aim focuses on identity theft, financial benefits, defame, damaging an organization’s reputation and sometimes to gain popularity among the phishers itself. According to phishing activity trends report in third quarter of 2020 by the anti-phishing working group (APWG), software-as-a-service (SaaS) and webmail sites are the most targeted industry for phishing with 31.4 percent followed by financial institution with 19.2 percent [1]. For payment, social media, e-commerce and retail industry, all three industries hold record of 13.4%, 12.6% and 7.2% respectively. Another 16.2 percent comes from another industry including cloud storage with 2.1%, telecom and logistics 3.2% and 4.2% respectively. Meanwhile, other than the mentioned
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industry holds a percentage of 6.7% in the most targeted industry of the phishing attack. Figure 1 illustrates the division of the most-targeted industries of phishing in third quarter of 2020.

Figure 1. Targeted industry for phishing attack in 3rd quarter of 2020 [1]

Phishing attack can be viewed as one of the classification problems due to the fact that the data i.e. websites need to be categorized into phishing or legitimate websites. Therefore, there exist various methods or approaches proposed by many researchers in order to detect the phishing attack. It is found that the classification method is a promising method to be applied in this case such as fuzzy systems [2]-[4], artificial neural network (ANN) [5], [6], support vector machine (SVM) [7]-[9], and decision tree algorithm (DTA) [10], [11]. ANN able to work with incomplete data but the method is hard to predict the model [12]. SVM uses kernel in the model to learn the functions however the results are commonly difficult to interpret and understand by the decision maker [13]. Meanwhile, DTA is a very simple method to interpret and easy to implement. The drawbacks of this method are it is not being bale to cope with the lost data and the tree must be rebuilt every time a new sample is added to find the solutions. [14], [15]. In consequence, fuzzy system is a good method that can deal with inaccurate and incomplete issues [3], [16].

In fuzzy system, one of the processes is to identify the fuzzy parameter named fuzzy rules and membership functions. This process is called fuzzy modelling. The construction of fuzzy system becomes complicated when it is applied to a complex issue hence the results produced by the system are not guarantee optimal in terms of the system accurateness. Therefore, an optimization method is needed to automate the process of identifying the fuzzy parameter in the fuzzy system. Based on the observation in the previous works done by other researchers, applying metaheuristic algorithm is a well-liked approach that has been used since ages for many purposes [17], [18]. As instances, genetic algorithm (GA) [19], [20], differential evolution algorithm (DE) [21], [22], particle swarm optimization (PSO) [23]-[25], butterfly optimization algorithm (BOA) [26], [27], teaching-learning-based optimization (TLBO) [28], [29], harmony search algorithm (HSA) [30], [31], and gravitational search algorithm (GSA) [32]-[34]. For that reason, a comparative analysis of metaheuristic algorithms based on the performances is carried out in this study. Seven algorithms were proposed to determine the best algorithm in fine-tuning the parameter in the fuzzy system.

Next section is the detail explanation of each category will be viewed in the next section followed by the research method section. In that section, data collection, experimental design and performance measurement are stated thoroughly. Results and discussion will be in the next part before this paper is wrapped with a conclusion of overall study.

2. METAHEURISTIC ALGORITHM

Metaheuristic algorithm can be categorized into four categories which are evolution-based method, swarm-based method, human-based method, and physics-based method [35], [36] as shown in the Figure 2. Every example of metaheuristic algorithm that fall in each category will be compared and analyzed in the experiment phase. The reason behind the chosen metaheuristic algorithm for each category simple because they are widely used and has shown effective result in phishing and fuzzy modelling [37]-[39].
2.1. Evolution-based method

2.1.1. Genetic algorithm

GA was developed that follow the principle of the biological evolution process and was discovered in 1975. It is a robust search approach to solve a wide range problem developed by Holland [40]. The process involves are reproduction, crossover, and mutation. The best genes are called parent chromosomes while the new chromosomes obtained are known as child chromosomes. The procedure of GA is shown in Figure 3.

![Figure 3. Pseudo code of GA](image)

In [37], the authors propose a method to combine fuzzy and GA, where GA used as optimization method in the fuzzy system. By using dissolution and sintering process in the manufacture of aluminum foams, fuzzy-GA can describe the inherent uncertainties. As a result, the proposed method is a promising tool to be used in manufacturing process. Another work that implemented fuzzy and GA is from [20]. In their work, the routing in dynamic environments were optimize by using fuzzy and GA. Fuzzy logic reduce the time consume to reach destination, meanwhile GA was utilized to tune fuzzy rules table to reduce the travelled distance.

2.1.2. Differential evolution

Storn and Price [11] proposed the DE algorithm which based on population that similar with GA. The concept of this algorithm is quite similar with GA where it is inspired by the species’ evolution lived in this world. There are three operators in this algorithm: mutation, crossover, and selection. In DE process, the new vectors (new generation of population) is generated by mutation and crossover process, then the selection process take place to determine whether the new generated vectors would survives in the next generation or not. Figure 4 presents the pseudo code of DE.

![Figure 4. Pseudo code of DE](image)
A paper in [41] has presented a new adaptive DE based on fuzzy inference system where fuzzy was used to tune the mutation factor in DE. The proposed method proved to have a better result than the other method mentioned in the study. Other than that, [38] has propose a method name MODE-FM, which was a multi-objective DE and combine with fuzzy dynamic mutation factor. The mutation factor was tuned by fuzzy. The tuning process was done using count generation and diversity of population. This intended to overcome the lack of DE. As a result, the proposed method seems to have a promising result compared with previous work. In product line design (PLD), fuzzy and GA also has been applied in this field. Fuzzy logic used to calculate the parameter automatically lead to DE that settings-free and shows a promising result [21].

2.2. Swarm-based method

2.2.1. Particle swarm optimization

Kennedy and Eberhart were the first person who developed the PSO algorithm in their work [14]. It is a population-based stochastic optimization method that mimics the social behavior of birds flocking and fish schooling. There are certain parameters in the original version of PSO called control parameters. The parameters involved are acceleration coefficients, velocity clamping-limit, swarm size and maximum number of iterations. Many modifications have been made to improve the performance of the standard PSO. The pseudo code of PSO can be reviewed in Figure 5.

```
1: Objective function \( f(x), x = (x_1, x_2, ..., x_n) \)
2: Initialize the parameters
3: while stopping criteria not met do
4:     for \((i = 1) \) in population do
5:         Calculate fitness function, \( f \)
6:         Update personal and global best of each particle
7:     end for \( i \)
8:     Update velocity, \( v \)
9:     Update position, \( p \)
10: end while
11: Output the best particle
```

Figure 5. Pseudo code of PSO

PSO was used as optimization method to tune the membership function in the fuzzy system as it is hard to determine the parameter manually. Therefore, Nurmaini and Setianingsih [42] has proposed a method using PSO and fuzzy to control the position of differential drive mobile robot (DDMR) and resulting to faster time for the robot to reach steady-state condition. In phishing area, [39] used PSO to weight various features in website in order to reach higher accuracy in the result produced. The method was proposed to enhance the phishing website detection process where PSO able to differentiate between the features. By using dataset from UCI machine learning repository, the proposed method shows an outstanding performance compared to the previous methods.

2.2.2. Butterfly optimization algorithm

The recent nature inspired algorithm called BOA was introduced by Arora in his work in [43]. In order to perform optimization, butterflies act as the search agent in BOA. There are three phases in the algorithm: (i) initialization phase, (ii) iteration phase and (iii) final phase. In each iteration, all butterflies will be evaluated by calculating its fitness function before generating the fragrance using (1).

\[
f = cl^a
\]

where \( f \) is the fitness function where it supposed to attract other butterflies with their fragrance. Meanwhile \( c \) is the sensory modality, \( l \) is the variation of butterfly and \( a \) denote as power exponent parameter depends on the sensory modality. Then, the iteration will continue until the termination criteria satisfied. Figure 6 presents the steps of BOA in pseudo code.

A works by Fan et al. [44] has introduced a new improved BOA to enhance the searching process and the iteration capability in solving numerical optimization problem. The authors have used self-adaption method in BOA named SABOA that applied new iteration, updating strategy and new fragrance coefficient in the basic BOA. As a result, the proposed method gives advantages in terms of precision value, iterative speed and simple structure compared with other algorithm mentioned in the paper. Other than that, BOA was also used as optimization method to tune the fuzzy parameter automatically in fuzzy system [45]. In evaluating the proposed method, the phishing website dataset that obtained from repository of UCI machine learning was used. The result of the proposed method shows a promising and competitive result compared to other metaheuristic algorithm mentioned in the paper.
2.3. Human-based method

2.3.1. Teaching-learning-based optimization

TLBO is one of the modern heuristic optimization algorithms that simulates a scenario of teaching and learning between teacher and student in a classroom environment. It is proposed by Rao et al. in 2011 and demonstrates a good performance in solving various problems [19]. This algorithm has two fundamental parts: teacher phase and learner phase. Students are considered as population and student with the best fitness considered as a teacher based on the grades obtained in the evaluation process. In the teacher phase, students seek knowledge from the teacher where they have a role to upgrade the students’ knowledge level. The TLBO flow is simplified in Figure 7.

2.3.2. Harmony search

HS is a population algorithm developed based on the process of finding the perfect state of harmony in music used by musician [47]. Three main components in HS are usage of harmony memory, pitch adjusting and randomization. The first component is very important to ensure that the best harmonies will be chosen as the new harmony memory. Then, the pitch adjustment will be determined by a pitch band-width $b_{\text{range}}$ and $r_p$ which represents pitch adjusting rate. The process of adjusting the pitch can be simplified in (2).

$$x_{\text{new}} = x_{\text{old}} + b_{\text{range}} * \varepsilon$$  (2)
where \( x_{\text{new}} \) will be the new pitch after pitch adjustment step and \( x_{\text{old}} \) is the existing pitch in the harmony memory while \( \epsilon \) represents random number generator in range of \([-1, 1]\). The pseudo code of HS is shown in Figure 8.

\[
\begin{align*}
1: & \quad \text{Objective function } f(x) = (x_1, x_2, \ldots, x_{\text{dim}})^T \\
2: & \quad \text{Define initial harmonics (real number arrays)} \\
3: & \quad \text{Define Pitch Adjusting Rate (r_{\text{adj}}), pitch limits and bandwidth} \\
4: & \quad \text{Define harmony memory accepting rate (r_{\text{accept}})} \\
5: & \quad \textbf{while} (t < \text{Max number of iterations}) \\
6: & \quad \quad \text{Generate new harmonics by accepting best harmonics} \\
7: & \quad \quad \text{Adjust pitch to get new harmonics (solutions)} \\
8: & \quad \quad \textbf{if} \ (\text{rand} > r_{\text{accept}}), \ \textbf{then} \\
9: & \quad \quad \quad \text{Choose an existing harmonic randomly} \\
10: & \quad \quad \quad \textbf{else if} \ (\text{rand} > r_{\text{adj}}), \ \textbf{then} \\
11: & \quad \quad \quad \quad \text{Adjust the pitch randomly within limits} \\
12: & \quad \quad \quad \textbf{else} \\
13: & \quad \quad \quad \quad \text{Generate new harmonics via randomization} \\
14: & \quad \quad \textbf{end if} \\
15: & \quad \textbf{end if} \\
16: & \quad \textbf{end while} \\
17: & \quad \text{Find the current best solutions}
\end{align*}
\]

Figure 8. Pseudo code of HS

In a machining system, a fuzzy model and HS was developed to increase the ability and performance of the system. The system was categorized as failure, repair and vacation in fuzzy numbers and HS used to handle the cost optimization problems in the machine repair model. The proposed method has been proved affective to be applied in the machining system [31]. In another field which is power system security, fuzzy-HS was also applied to achieve in the problem of optimal power flow to find the best solution. The study proposed that the adjustment of HS parameter was handled by fuzzy logic system. As a result, the proposed method able to improve the security problems in power system [48].

2.4. Physics-based method

2.4.1. Gravitational search algorithm

Rashedi, NezamabadiPour and Saryazdi have proposed a new optimization algorithm in 2009 named gravitational search algorithm (GSA) based on Newton’s law of gravitation and motion of individuals in nature [26]. The searching agent in GSA is the object with a specific mass. The interaction between agents is considered as the global movement in the algorithm. The calculation of the active, passive and inertia mass are as (3).

\[
M_i(t), P_i(t), I_i(t) \propto f_i(t)
\]

where \( M_i(t), P_i(t), I_i(t) \) represents active, passive and inertia mass respectively while \( f_i(t) \) is the objective value of \( i \) at the time \( t \). The gravitational constant \( G \) is a function of time where \( G_0 \) that will be presented in (4) acts as the initial value.

\[
G(t) = G(G_0, t)
\]

The pseudo code of GSA can be viewed in Figure 9.

\[
\begin{align*}
1: & \quad \text{Generate initial population randomly} \\
2: & \quad \textbf{while} \ \text{stopping criteria not met} \ \textbf{do} \\
3: & \quad \quad \text{Evaluate fitness} \\
4: & \quad \quad \textbf{Update active (M), passive (P) and inertia (I) using (3)} \\
5: & \quad \quad \textbf{Update gravitational constant, } G(t) \text{ using (4)} \\
6: & \quad \quad \text{Calculate forces} \\
7: & \quad \quad \text{Update accelerations, } a \\
8: & \quad \quad \text{Update velocities, } v \\
9: & \quad \quad \text{Update positions, } p \\
10: & \quad \textbf{end while}
\end{align*}
\]

Figure 9. Pseudo code of GSA

Zhao et al. [49] has proposed a new method based in enhance GSA and fuzzy c-means algorithm for oilfield system to detect the unreliable data in the power system. The works done by applying enhanced GSA to search the measurement data and fuzzy c-means to classify data before using concentration of similarity (CoS) metrics clustering validity to determine the unreliable data. The result produced was more accurate in terms of...
the solution quality. Besides that, GSA and fuzzy were also used for energy storage system (ESS) [50]. The function of GSA was to maximize the fuzzy satisfaction function and to determine the scheduling in active distribution system (ADS). For the phishing website detection, GSA was used as feature selection tool that can eliminate the unnecessary feature. By using dataset from PhishTank and Yandex Search API, the method that proposed by them outperformed other methods in feature subsets selection [51].

3. METHOD

Datasets from the University of California, Irvine (UCI) machine learning repository was used in the experiment. The datasets from this database are a high-quality and trusted data. It can be accessed from http://archive.ics.uci.edu/ml/. The datasets are well understood and can be used freely by everyone for research purposes. Thereby, the datasets used are related to phishing websites: website phishing dataset (WPD) and phishing websites dataset (PWD). WPD can be accessed from https://archive.ics.uci.edu/ml/datasets/Website+Phishing# while PWD from https://archive.ics.uci.edu/ml/datasets/Phishing+Websites#.

In order to test the metaheuristic algorithms, experiments were executed by using k-fold cross validation techniques for predicting the classification algorithm performance. This method is one of the popular methods as it is simple and easy to understand. Moreover, seven algorithms were compared in terms of accuracy, precision, recall and f-measure. These four measurements are the most well-known metrics used in the evaluation process and it is also suitable to be used in this study to make a comparative analysis between the methods mentioned. It is possible to formulate all these measurements as (5), (6), (7) and (8).

\[
\text{Accuracy} = \frac{(TP + TN)}{\text{no of data}} \tag{5}
\]
\[
\text{Recall} = \frac{TP}{(TP + FN)} \tag{6}
\]
\[
\text{Precision} = \frac{TP}{(TP + FP)} \tag{7}
\]
\[
F - \text{measure} = \frac{2 \times \text{precision} \times \text{recall}}{(\text{precision} + \text{recall})} \tag{8}
\]

where TP is true positive, TN is true negative, FN is false negative, FP is false positive and number of data is the number of data that has been tested. TP is when the cases are predicted yes and the result is yes and TN is when the cases are predicted no and the result is no. Meanwhile, FN is when the cases are predicted no and the result is yes and it is otherwise for FP.

4. RESULTS AND DISCUSSION

The experimental results were collected and presented in this section. The collected results were showed different reading in term of accuracy, recall, precision, and f-measure. In addition, all results were compared by using convergence graph where it measures the convergence rate of each method. Moreover, radar chart was used in comparing accuracy, recall, precision, and f-measure. The results of statistical test also recorded to show the significance difference between each method. Figure 10 and 11 plotted the graph of the fitness per generation to see the convergence speed of every method. The plotted results were recorded from one single run for every method. In both graphs, it shown that BOA converged faster than the other methods where it started with the value of 90 at generation of 1.

Based on the result of the convergence graphs in Figure 10 and Figure 11, BOA has outperformed other metaheuristic methods. BOA has fast convergence rate because of the employed random walk and elitism in the algorithm. The parameter of switch probability decides whether to move to the best butterfly who emits more fragrance or to perform a random walk in the population thus contribute to faster convergence rate of BOA [43]. Other than that, for the radar chart in WPD, the measurement result shows different outcome. The accuracy value of every method shows not much difference where all of them obtained high accuracy value. The next measurement is recall and BOA has obtained highest value compared to other methods. The result of precision value also shows not much difference for every method where all methods obtained the value in the range of 0.78 to 0.89. The last measurement is f-measure where BOA and TLBO obtained the highest value followed by other five algorithms. The summarization of the result of all methods can be seen at Table 1 and Figure 12 to view the radar chart.
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Figure 10. Convergence graph of WPD dataset

Figure 11. Convergence graph of PWD dataset

Table 1. Comparison results of all methods for WPD

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>0.925</td>
<td>0.355</td>
<td>0.878</td>
<td>0.701</td>
</tr>
<tr>
<td>DE</td>
<td>0.94</td>
<td>0.512</td>
<td>0.83</td>
<td>0.899</td>
</tr>
<tr>
<td>PSO</td>
<td>0.91</td>
<td>0.415</td>
<td>0.788</td>
<td>0.825</td>
</tr>
<tr>
<td>BOA</td>
<td><strong>0.962</strong></td>
<td><strong>0.891</strong></td>
<td><strong>0.899</strong></td>
<td><strong>0.98</strong></td>
</tr>
<tr>
<td>TLBO</td>
<td>0.918</td>
<td>0.5</td>
<td>0.8</td>
<td>0.98</td>
</tr>
<tr>
<td>HS</td>
<td>0.887</td>
<td>0.82</td>
<td>0.791</td>
<td>0.978</td>
</tr>
<tr>
<td>GSA</td>
<td>0.948</td>
<td>0.299</td>
<td>0.873</td>
<td>0.596</td>
</tr>
</tbody>
</table>

Figure 12. Radar chart of the performance for all methods for WPD
As for the PWD dataset, it can be seen that the best result is obtained by BOA where it indicates highest result for every measurement calculated. For the accuracy and recall value, BOA’s result is the highest followed by other algorithms. As for the precision value, BOA and GSA obtained highest value followed by HS where it shows only small different between these three methods. Other than that, the result of f-measure shows that almost all methods have produced high value except for GA and GSA. BOA shows high value in every aspect because of the fragrance attenuation that allows the algorithm to search the solution space efficiently [52]. Table 2 lists the value of each measurement from the seven methods tested while Figure 13 illustrates the performance of the seven methods mentioned earlier in a radar chart. Moreover, 10 independent runs were performed in the statistical test determining whether the results produced by all methods differ statistically from each other. The paired t-test and Wilcoxon signed-rank test were used. Table 3 indicates the fitness value in both statistical tests for WPD and PWD respectively.

### Table 2. Comparison results of all methods for PWD

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>0.857</td>
<td>0.393</td>
<td>0.756</td>
<td>0.783</td>
</tr>
<tr>
<td>DE</td>
<td>0.667</td>
<td>0.498</td>
<td>0.512</td>
<td>0.908</td>
</tr>
<tr>
<td>PSO</td>
<td>0.714</td>
<td>0.455</td>
<td>0.756</td>
<td>0.904</td>
</tr>
<tr>
<td>BOA</td>
<td>0.923</td>
<td>0.802</td>
<td>0.874</td>
<td>0.993</td>
</tr>
<tr>
<td>TLBO</td>
<td>0.75</td>
<td>0.746</td>
<td>0.756</td>
<td>0.904</td>
</tr>
<tr>
<td>HS</td>
<td>0.801</td>
<td>0.702</td>
<td>0.845</td>
<td>0.972</td>
</tr>
<tr>
<td>GSA</td>
<td>0.78</td>
<td>0.299</td>
<td>0.873</td>
<td>0.593</td>
</tr>
</tbody>
</table>

![Figure 13. Radar chart of the performance for all methods for PWD](image)

### Table 3. Statistical test result of fitness value

<table>
<thead>
<tr>
<th>Method</th>
<th>p-value t-test</th>
<th>p-value Wilcoxon signed-rank test</th>
<th>WPD</th>
<th>p-value t-test</th>
<th>p-value Wilcoxon signed-rank test</th>
<th>PWD</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA vs DE</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GA vs PSO</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GA vs BOA</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GA vs TLBO</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GA vs HS</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GA vs GSA</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE vs PSO</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE vs BOA</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE vs TLBO</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE vs HS</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE vs GSA</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSO vs BOA</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSO vs TLBO</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSO vs HS</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSO vs GSA</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BOA vs TLBO</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BOA vs HS</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BOA vs GSA</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TLBO vs HS</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TLBO vs GSA</td>
<td>0.00001</td>
<td>0.00008</td>
<td>0.00001</td>
<td>0.00008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HS vs GSA</td>
<td>0.001525</td>
<td>0.04338</td>
<td>0.006506</td>
<td>0.00252</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
From the observation, all p-values for paired t-test and Wilcoxon signed-rank test were smaller than the value of α in both datasets. Therefore, it can be concluded that all methods have significance different with each other.

5. CONCLUSION

Metaheuristic algorithm is one of the optimization methods that can be utilized in the fuzzy modelling for phishing attack detection. Seven different methods were discussed and comparative analyses have been made in this study which are genetic algorithm (GA), differential evolution (DE), particle swarm optimization (PSO), butterfly optimization algorithm (BOA), teaching-learning-based optimization (TLBO), harmony search (HS), and gravitational search algorithm (GSA). The methods were compared through analysing the convergence rate, accuracy, precision, recall, and, f-measure value in the radar chart and the p-value in the statistical test. From the result, it can be seen that BOA outperformed other six metaheuristic algorithms in both datasets.
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