A deep learning approach based on stochastic gradient descent and least absolute shrinkage and selection operator for identifying diabetic retinopathy
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ABSTRACT
More than eighty-five to ninety percentage of the diabetic patients are affected with diabetic retinopathy (DR) which is an eye disorder that leads to blindness. The computational techniques can support to detect the DR by using the retinal images. However, it is hard to measure the DR with the raw retinal image. This paper proposes an effective method for identification of DR from the retinal images. In this research work, initially the Weiner filter is used for preprocessing the raw retinal image. Then the preprocessed image is segmented using fuzzy c-mean technique. Then from the segmented image, the features are extracted using grey level co-occurrence matrix (GLCM). After extracting the fundus image, the feature selection is performed stochastic gradient descent, and least absolute shrinkage and selection operator (LASSO) for accurate identification during the classification process. Then the inception v3-convolutional neural network (IV3-CNN) model is used in the classification process to classify the image as DR image or non-DR image. By applying the proposed method, the DR is identified with the accuracy of about 95%, and the processed retinal image is identified as mild DR.
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1. INTRODUCTION
The artificial intelligence techniques are widely used for classification and prediction in many applications [1]-[5]. In medical diagnosis, the deep learning models are becoming more popular for identifying various diseases [6], [7]. Diabetic retinopathy (DR) is one of the serious eye diseases which needs to be accurately identified. The deficiency of insulin or incomplete activity of insulin causes diabetes mellitus which is a sugar metabolism disorder, and it is identified by increased glucose level in the blood. This increased blood glucose level damages the blood vessels through which the blood is carried to all organs of the body and results in DR. The effect of DR is increased as per the time and ends with visual blindness. The accurate and efficient functional enhancement of diabetic retinopathy can be analyzed by DR computer aided diagnosis (CAD) [8] system. Thus, the diabetic retinopathy blindness can be rectified if it is detected early and automated DR screening [9] is used for accuracy and complex tasks. To identify diabetic retinopathy issues, blood vessels from the retina should be extracted and this extraction can be performed by matched

Journal homepage: http://ijeecs.iaescore.com
DR can be diagnosed by classifying colored retinal image with the combination of CAD and deep learning algorithm [13]. The automatic detection of diabetic retinopathy from different classes of retinal images with improved features and stage classifications can be performed by convolutional neural network (CNN) [14, 15]. The convolution of irrelevant data is improved when the CNN is applied to one-dimension data set. The DR can be detected quickly by using the data from electronic health record [16] and thus the machine learning models are used with these data to obtain better accuracy. The automatic diagnosis and appropriate implication for DR is obtained by deep neural network [17] with data set of fundus DR image. The CAD is used to diagnose DR medical image data; however, the decision making is difficult and to improve the decision making of DR image, the class-enhanced attentive response discovery radiomics (CLEAR-DR) [18] is utilized. The analysis of medical image with low latency and performance of the segmentation can be improved by combining CNN with both deep learning and graphics processing unit [19]. Thus, the features and dependence of DR can be selectively achieved by cross-disease attention network [20], and this network is used only for image level observation. While detecting diabetic retinopathy medical image, it conveys the non-DR lesion as DR lesions. To compensate this medical image identification, the method based on neovessel like structures [21] can be used where the pre-existent image of retina is provided. Manually DR can be detected by analyzing the fundus retinal image which requires more time, and it is very complex to execute. However, in traditional approach the artificial intelligence [22] is utilized which play a major role in identifying DR at its early stage.

The quantitative tool that is used for identifying diabetic retinopathy is given by generating region of interest [23]; with this the images are reconstructed and then the histogram and clustering is obtained for DR image. To equalize the intensity and for improving the quality of image contrast, limited adaptive histogram equalization [24] is utilized; with this method DR image efficiency is uniform and intensity of retinal damage is improved. From the obtained uniform image, classification is performed by dividing large data set into smaller data set and to attain better accuracy level, deep CNN [25] is employed. Thus, the CNN is optimized for developing optical coherence tomography [26] and by extracting the retinal image, the performance is improved. It is necessary to classify DR image as per its severity and this severity-based classification can be performed by hyper parameter tuning inception-V4 [27], for identifying its intensity more accurately. However, diabetic eye disease known to be diabetic retinopathy is detected by evaluating the following aspects like available dataset, image processing techniques, deep learning models and then by its performance [28]. The performance and features of DR image can be extracted by using anisotropic dual-tree complex wavelet transform [29]; with this, the DR medical image is obtained. The spatial representation of DR lesions can be obtained by multispectral imaging [30] in which the structure and thickness of retina is distinguished. The interior lesions of DR can be identified by employing MIL [31] which is better for irregular lesions of DR. However, the morphological variations or its complication also leads to the development of DR [32], further these techniques do not overcome diabetic risk factors and complications.

This paper proposes a method to explore suitable features for classifying DR image based on its severity level. The accuracy of DR image classification is improved by undergoing several steps where it is initiated with preprocessing technique and ends with classification process. Here, classification is performed by inception V3- CNN (IV3-CNN) to obtain better accuracy. The rest of this paper is structured as follows: the function of the entire proposed method is given in section 2. The result and performance analysis of this proposed method is given in section 3 and our proposed method is concluded in section 4.

2. THE PROPOSED METHOD

The aim of the proposed method is to detect DR. Figure 1 shows architecture of the proposed method. According to the proposed method, initially the preprocessing is performed to convert red-green-blue (RGB) image of DR into grey image and the noise present in the image is removed. This pre-processed image is segmented and then features of DR are classified, through this severity level of DR is obtained by following various classification levels. Here, IV3-CNN classifier is employed to perform the classification process. For accurate determination of DR, the input retinal image is passed through the following five steps.
2.1. Preprocessing
The initial stage at each image processing technique is the preprocessing and enhancement; with this the suspicious region in fundus image is detected. The removal of noise and edge reduction is performed by the preprocessing method. Here, the Weiner filter is utilized. This filter contains various advantages like edge enhancement and noise reduction. By this filter, the RGB image is converted into grey image to perform computation accurately. The Weiner filter is one of the low-pass filters and it is based on a statistical approach where the signal and noise are assumed with spectral characteristics. This filter is registered in various context for reestablishing noise degraded signal and based on the performance, the Weiner filter is said to be superior. However, the Weiner filter is also said as an adaptive filter as it evaluates mean and variance of neighboring at the situation in which the variation is maximum then the applied smoothing is minimum, likewise when the variation is low then the applied smoothing is high.

![Figure 1. Architecture of the proposed method](image)

The error that occurs in between the estimated signal and original signal is minimized by the Weiner filter. Here, the uncorrupted fundus image is represented as $f$, the estimated fundus image is given as $\hat{f}$, and thus the error is measured as (1):

$$e^2 = E\{(f - \hat{f})^2\}$$

Here, the value for argument is given by $E\{\cdot\}$. The chance for obtaining is reduced by minimum quadratic error function. To accomplish this, the frequency domain is employed, and the following speculation is done; noise and image contains zero mean, and the linear functions are used to degrade the level of intensity in the estimated image. The minimum error is illustrated by following these conditions as (2):

$$\hat{F}(u,v) = \frac{H^*(u,v)S_f(u,v)}{|H(u,v)|^2+S_n(u,v)|S_f(u,v)|}G(u,v)$$

In this the estimated fundus image with frequency domain is represented as $\hat{F}(u,v)$, the transform for degradation function is given as $H(u,v)$ and the degraded image is given as $G(u,v)$, the conjugate of $H(u,v)$ is given as $H^*(u,v)$, and the non-degradable image’s power spectrum is represented as $S_f(u,v) = |F(u,v)|^2$. The product of complex value with conjugate value equates squared complex value which is the general principle of filter. Therefore,

$$\hat{F}(u,v) = \frac{1}{|H(u,v)|^2+S_n(u,v)|S_f(u,v)|}G(u,v)$$

here, the power spectrum of noise is given as $S_n(u,v) = |N(u,v)|^2$. Due to the unknowing of non-degraded fundus image, $S_n(u,v)/S_f(u,v)$ is substituted with constant k. At digital image processing, the persistent power additive noise is degraded by the Weiner filter, and the parameters of the filter are area, size, and noise power. In Weiner filter, the optimal trade-off is executed among inverse filtering and noise smoothing, the noise is removed simultaneously, and the occurred blur is inverted.

2.2. Segmentation
The segmentation is performed in the preprocessed input image. In the segmentation method, the image is segmented into several set of regions and each region contains information like texture and
intensity. The histogram is generated along with the segmentation to obtain normalized color intensity. The retinal vasculature segmentation is the most important as it contain detailed information about the patient’s health. For the recognition of DR and to perform spatial alignment and registration of the image, an accurate segmentation is required. Here, the fuzzy c-mean is employed to perform segmentation process because it terminates false alarms. Each segmented region is considered as a fuzzy zone and other regions are considered as background. Fuzzy c-mean converts each target into a cluster where the members with same characteristics are grouped in a same class. The cluster center is evaluated by measuring the distance between cluster and pixel as (4),

\[ C_{pq} = \frac{\sum_{m=1}^{n}(f_{pr})^{2}x_{pq}}{\sum_{p=1}^{m}(f_{pr})^{2}} \]  

(4)

where \( U \) represents the membership function, \( n \) represents the number of pixels, \( X \) represents the pixel value, \( p \) and \( q \) represent the cluster amount, and \( C \) represents the cluster center. While measuring, the membership value becomes high when pixel is nearer to the cluster and the membership value becomes low when pixel is far from the cluster. The cluster center value and membership values are upgraded in each iteration until it satisfies the convergence criterion. In fuzzy c-mean, the pixel from one cluster has the ability to become a member of another cluster, and each pixel value is reversed for each cluster center. The presence of large number of clusters may results in downside; however, by increasing the iteration level the accuracy can be improved. Below describes the fuzzy c-mean algorithm.

In fuzzy c-mean, the group of \( N \) elements \( (X = \{X_1, X_2, \ldots, X_n\}) \) are converted as a fuzzy c-mean cluster \( (V = \{V_1, V_2, \ldots, V_N\}) \).

Step 1. Cluster center ‘\( C \)’ is selected randomly.

Step 2. Fuzzy membership ‘\( \mu_{ij} \)’ is evaluated by

\[ \mu_{ij} = \frac{1}{\sum_{k=1}^{n}(\frac{d_{ij}}{\sigma_{k}})^{2m+1}} \]  

(5)

Step 3. The fuzzy center \( V_j \) is assessed by

\[ V_j = \frac{\sum_{i=1}^{n}(\mu_{ij})^{m}x_{i}}{\sum_{i=1}^{n}(\mu_{ij})^{n}}, \forall = 1,2, \ldots, c \]  

(6)

Step 4. Both the step 2 and 3 are repeated till achieving the minimum ‘\( J \)’ value else \( ||U^{(K+1)} - U^{(K)}|| < B \), \( B = 0.01 \).

\[ J = \sum_{d=1}^{M} \sum_{j=1}^{C} u_{ij}^{m} ||X_i - C_j||^{2} \]  

(7)

Where ‘\( K \)’ represents the iteration step, ‘\( B \)’ represents the termination criterion in the range of \( [0,1] \), \( U = (\mu_{ij})N \times C \), ‘\( U \)’ represents the fuzzy membership matrix, and ‘\( J \)’ represents the objective function. The individual clusters are obtained by selecting the fuzzy membership matrix, and the matrix is formed by clusters. Here, the lowest mean value is considered as the first cluster, the highest mean value is considered as the last cluster, and the middle mean value is considered as the middle cluster.

2.3. Feature extraction

In the feature extraction method, the large set of input data measurement is converted into a minimized set of features. In this method, the selected texture and retrieving features of the segmented fundus image are extracted by grey level co-occurrence matrix (GLCM). The co-occurrence matrix is considered as an intermediate matrix because it constitutes the relation among pixels that are situated in the image at different direction and co-relation. This co-occurrence matrix is used in GLCM. Thus, it is known as a second-order statistical feature extraction. In GLCM, the number of rows and columns are similar to the grey levels.

The GLCM is known as a square matrix (\( L \times L \)) for the greyscale image \( I \) with spatial dimension \( M \times N \) and the range of grey level is given as \( T = [t_{ij}]L \times L \). The grey value transmissions are specified by each matrix elements. The special co-ordinate \( (m,n) \) of each pixel in the image embraces grey value of \( f(m,n) \). The nearest adjacent pixels are calculated at the location: \( (m+1, n), (m-1, n), (m, n+1), \) and \( (m, n-1) \).
The grey level \( f(m,n) \) is varied by its corresponding grey levels to form co-occurrence matrix: \( f(m+1,n) \), \( f(m-1,n) \), \( f(m,n+1) \), and \( f(m,n-1) \).

The co-occurrence matrix is formed by both grey level \( i \) and \( j \), also by considering the lower transitions on vertical and horizontal as given (8).

\[
t_{i,j} = \sum_{m=1}^{N} \sum_{n=1}^{N} \delta
\]

Where

\[
\delta = \begin{cases} 
1 & \text{if } f(m,n) = i \text{ and } f(m, n+1) = j \\
0 & \text{otherwise}
\end{cases}
\]

by normalizing the transition level at co-occurrence matrix, the grey level \( i \) to grey level \( j \) transition is obtained like (10),

\[
P_{i,j} = \frac{t_{i,j}}{\sum_{i=1}^{N} \sum_{j=1}^{N} t_{i,j}}
\]

grey level of GLCM is represented as (11),

\[
P(d, \phi) = \begin{pmatrix} P_{0,0} & P_{0,1} & P_{0,N-1} \\
 P_{1,0} & : & : \\
 P_{N-1,0} & P_{N-1,1} & P_{N-1,N-1} \end{pmatrix}
\]

it is a \( N \times N \) matrix, where:

\[
P_{i,j} = \frac{\text{number of pixels pairs with intensity } (i,j)}{\text{total number of pairs considered}}
\]

Here, \( P_{i,j} \) defines the number of grey level pair \((i,j)\) that raised when pixels are separated with the distance and angle \( \phi \) and \( P \) represent the total amount of normalized element that needs to configure GLCM.

In the image, the presence of local variations, intensity among the pixels and its neighbor are measured by (13),

\[
\text{Contrast} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (i-j)^3 P_{ij}
\]

where GLCM pixel is represented by \( P_{ij} \).

The closeness of the GLCM image distribution is represented as (14),

\[
\text{Homogeneity} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \frac{P_{ij}}{(1+i+j)^2}
\]

The grey level dependency in co-occurrence matrix is known to be correlation, and it is represented as

\[
\text{Correlation} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \frac{(i-\mu)(j-\mu)P_{ij}}{\sigma_i \sigma_j}
\]

where the mean, and standard deviation of pixel \( i \) and \( j \) are represented as \( \mu_i, \mu_j, \sigma_i, \sigma_j \).

The smoothness and uniformity of texture in the image is obtained by the squared element summation in co-occurrence matrix, which is represented as

\[
\text{Energy} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} P_{ij}^2
\]

where these obtained features are used to extract GLCM texture features of the image and features of the segmented images are retrieved by eliminating the redundant data. The feature selection process is performed using the extracted image.

2.4. Feature selection

After extracting the fundus image, feature selection process is performed. The feature selection process is implemented by considering the smallest data so that the data accurate prediction of extracted image can be performed by minimizing the computation time. Here, the stochastic gradient descent method
with least absolute shrinkage and selection operator (LASSO) regression is used to perform the feature selection process by eliminating redundant and irrelevant features of the image.

The well-organized approach to obtain the finest result for smallest data is stochastic gradient descent in which the slope is referred as gradient and the slope is moved in the downward direction to influence the lowest point. Here, the downward movement is performed until it reaches the minimum point. For stochastic gradient descent, a small set of data is trained instead of training the entire data. However, the small set of data is used for each iteration and each small data set is known as batch.

The stochastic gradient descent model is said to be a discriminative learning model because it selects batch from the observed data. The size of batch is considered as one because the batch used for iteration is one and the computation of single sample is performed for gradient cost function. The performance of stochastic gradient descent is faster because it updates the information instantly after each iteration. Thus, the time required for iteration is minimized. Below describes the stochastic gradient descent algorithm.

Step 1. Initially the loss function for each iteration is considered and represented as (17),

\[ J(\theta) = (\hat{y} - y)^2(x) \]  

where \( \hat{y} \) represents predicted value and \( y \) represents actual value. Both \( \hat{y} \) and \( y \) are selected with respect to \( x \).

Step 2. Gradient ‘\( \nabla \)’ of the loss function is computed in step 1.

Step 3. Initial value of the features is considered randomly to begin \( \theta_0 \).

Step 4. The gradient functions are updated with the feature values.

Step 5. Step size is computed as (18),

\[ \text{Step size} = \text{Gradient} \times \text{Learning rate} \]

Step 6. New feature value is computed as, ‘New value = Old value – Step size’. This new value is updated in the opposite direction of gradient.

\[ \theta_i = \theta_0 - (\text{Step size} \times \nabla j(\theta)) \]

Step 7. For each iteration, the samples are rearranged, and step 3 to 5 is repeated till the gradient value becomes nearer to zero.

The robust method to perform the feature selection and regularization task is LASSO technique in which the error and over fitting is minimized. The sum of parameter scores is calculated absolutely by LASSO and the restriction is applied for each score that the obtained sum should be less than upper bound level. In some case, LASSO is punished with least square regression and L1 penalty function.

The LASSO is estimated as (20),

\[ \beta_{lasso} = \arg\min_{\beta} \sum_{i=1}^{N} (y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_j)^2 + \lambda \sum_{j=1}^{p} |\beta_j| \]

it can also be represented as (21):

\[ \beta_{lasso} = \arg\min_{\beta} \sum_{i=1}^{N} (y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_j)^2 \]

Each co-efficient in the LASSO is transformed by constant \( \lambda \) and diminished to zero, and this is known as forward looking selection method. Thus, the predicted accuracy and interpretability is improved by LASSO. If the presence of predictor groups is high, LASSO selects only one and minimize others to zero. By this minimization, variability among the estimation is reduced.

The LASSO method is not constant in some applications which is the major drawback. Thus, the feature selection process is performed more accurately and quickly by the stochastic gradient descent technique with LASSO technique where the error and over fitting is minimized. With the benefit of feature selection process, the performance of classification is enhanced.

2.5. Classification

The classification is performed to improve the outcome of the feature selection process. Here, the IV3-CNN model is employed for the classification process. Figure 2 shows IV3-CNN architecture. In IV3-CNN architecture, the image categorization is performed by five convolution layer, two max-pooling layer,
11 inception modules, one average pooling layer and one fully connected layer. The small nodes which are similar to each other are made into a cluster for improving the network depth and width, and thus the computation process is reduced efficiently. The network is trained by image-net dataset [33] and ground truth table is used in which 1,000 categories are identified. The intensity of pixels in each image are given to this network so that the parameters in networks are adjusted automatically to provide an accurate prediction. The obtained performance error is identified by comparing the difference among generated network output and ground truth table. This comparison is repeated for each sample image until the network becomes more appropriate.

The small sets of retinal images are further trained by Image-Net dataset by transferring it through IV3-CNN. It is finely tuned to reduce time and the accuracy of retinal image is improved. The transfer learning is combined with IV3-CNN for classifying the retinal image. The pre-trained weights that are obtained from Image-Net dataset is initialized at convolution layer to speed up the training process and the redundancy is minimized. In IV3-CNN, the retinal images are learned by fully connected layer. However, in order to train 1,000 output categories, the fully connected layer trains the Image-Net into five output categories. The DR is identified by fixed weights that are obtained from the convolution layer and max-pooling layer, and the initialized weights are updated throughout the training process. At each training, the dataset of fundus image is passed over several features and the data are retrained until the valid dataset is achieved. By this valid data, the IV3-CNN identifies the level of DR in fundus image with reduced parameters and complexity.

3. RESULTS AND DISCUSSIONS

The proposed classification method is executed using python environment where the level of DR is traced by pairing each image with the size 256*256. The severity of DR is identified by recovering several samples and the classification is performed accurately by using IV3-CNN architecture. The proposed classification method consists of several steps to achieve a high-level classification. Figure 3 shows the retina input image.

The quality of input image is enhanced by next step. Initially the input image is in RGB and it is converted into grey image by the Weiner filter. De-noised and resized images are obtained using the Weiner filter. It allows the frequency to be passed with minimum loss by enhancing the image. Figures 4(a)-(c) show the gray scale image, noise reduced data, and filtered image, respectively.
Threshold plays a major role in performing segmentation using which the acuteness of image is identified. The gray image is converted into binary image with a fixed threshold value where the important characteristics are pixel background and object. The threshold is performed to separate object from the background. If the pixel value is higher than the threshold value, then it appears as a bright spot and if the pixel value is less than the threshold value, then it appears as a dark spot. Figures 5(a) and (b) show the binary and enhanced images. The binary image is recovered to minimize the classification identification process.

The segmentation is performed using fuzzy c-mean method to segregate the objects as cluster. Figure 6 shows the clustered image where the DR is spotted. The retinal image is further optimized by stochastic gradient descent with LASSO regression and then the classification is performed for an accurate identification. Using the extracted features and parameters, the IV3-CNN is used to classify the image as either DR or non-DR image. The IV3-CNN classifier trained with the Image-Net dataset is tested and its performance is analyzed. Figure 7 shows the sample analysis of IV3-CNN performance where it identifies the test data as mild DR.

\[
\text{Sensitivity} = \frac{TP}{TP+FN} = \frac{TP}{\text{All diseased people}}
\]

\[
\text{Specificity} = \frac{TN}{TN+FP} = \frac{TN}{\text{All healthy people}}
\]

\[
\text{Accuracy} = \frac{TP+TN}{TP+TN+FP+FN}
\]
The sensitivity identifies the TP value among the DR affected people in percentage. The specificity identifies the TN value among the healthy people in percentage. The classification accuracy identifies the rate of correct classification among the DR affected people and healthy people in percentage. Figures 8-10 show the sensitivity, specificity, and classification accuracy of the IV3-CNN classifier, respectively. Using the proposed method, the IV3-CNN classifier showed the sensitivity, specificity, and classification accuracy of about 94.3%, 98%, and 95%, respectively.
4. CONCLUSION

As DR is a serious eye disease caused by diabetes mellitus, there had been many research works done in artificial intelligence in the recent years to support the detection of DR from retinal images. The proposed image classification method in this paper will be added as a beneficial to the medical society in supporting the detection of DR more efficiently. The DR and its stages are identified with good accuracy using our proposed method. The input retinal image is passed through several steps where the features of retinal image are extracted, and finally the image is processed by a trained classifier. In the proposed method, the Weiner filter, fuzzy c-mean, GLCM, stochastic gradient descent, LASSO, and IV3-CNN are used for preprocessing, segmentation, feature extraction, feature selection, and classification, respectively. The classification accuracy of IV3-CNN classifier showed about 95% which proved that the proposed method is effective in identifying DR.
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