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ABSTRACT

Due to their rapid spread, computer worms perform harmful tasks in networks, posing a security risk; however, existing worm detection algorithms continue to struggle to achieve good performance and the reasons for that are: First, a large amount of irrelevant data affects classification accuracy. Second, individual classifiers do not detect all types of worms effectively. Third, many systems are based on outdated data, making them unsuitable for new worm species. The goal of the study is to use data mining algorithms to detect worms in the network because they have a high ability to detect new types accurately. The proposal is based on the UNSW NB15 dataset and uses a support vector machine to train and test the ensemble bagging algorithm. To detect various types of worms efficiently, the contribution suggests combining correlation and Chi2 feature selection method called Chi2-Corr to select relevant features and using support vector machine (SVM) in the bagging algorithm. The system achieved accuracy reaching 0.998 with Chi2-Corr, and 0.989, 0.992 with correlation and chi-square separately.
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1. INTRODUCTION

Worms are a hazard because they are self-contained and do not count on other software for propagation, allowing them to spread rapidly. A lot of methods have been used to detect computer worms and estimate their damage, including the use of encryption, firewalls, machine learning approaches, and a variety of other methods [1], [2]. Intrusion detection system (IDS) is one of the most reliable systems for detecting penetrations and attacks in network infrastructure [3]-[5]. Anomaly-based detections and misuse-based detections are two types of intrusion detection methods. Attacks are identified using anomaly-based detection approaches based on their behavior. When a departure from usual behavior is noticed in a connection, it is classed as an assault. Misuse-based detection, on the other hand, identifies an incursion by comparing it to preset signatures. As a result, understanding the characteristics of assaults is required in order to create a misuse-based detection system [6], [7]. IDS generates a large number of false alarms, which has prompted many researchers to seek a solution to distinguish alerts to less serious incidents and reduce false alarms, which are both false positive (FP) and false negative (FN). IDS based on data mining techniques can be used to improve IDS in actual time, eliminate normal activity from alarm data in order to focus on real attacks, and detect abnormal activity that reveals a real attack [8], [9]. IDS consists of two sorts of approaches: host-based (HIDS) and network-based (NIDS) [10]. HIDS is the most common type of IDS; its primary function is internal monitoring (of a computer or machine); however, several versions of HIDS have been developed that may be...
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used to monitor a network. HIDS determine whether a system has been hacked and issue appropriate warnings to administrators [11]. A network intrusion detection system (NIDS) is used to monitor and manage network traffic in order to protect a system against network-based attacks [12], [13]. Because of the consequences of increased security attacks today, network intrusion detection systems (NIDS) have become the most critical part of modern network technology. The intrusion detection system (IDS) generates a large number of alarms; however, algorithmic procedures are used to reduce false positives [14], [15].

Ensemble learning is a machine learning technique that entails teaching a group of bad learners (models) to solve a problem and then combining their results to get better results. The basic idea is that we can get more accurate and/or robust models by combining weak models in the right way [16]. The three types of ensemble approaches are as follows. Bagging is a method of combining homogeneous weak learners, training and testing them in parallel, and then combining them using average voting [17]. Boosting, which brings together a group of similar poor learners and trains and tests them in a systematic manner (each iteration depends on previous ones) [18]. Stacking is an ensemble method in which a new model learns the most efficient way to combine the predictions of multiple existing models [19].

The computer worm works to cause great damage to network systems, and systems that depend on classification and that are used to prevent it, suffer from several problems, as some of them use individual classifiers where new types are not discovered with high accuracy due to the limitations of individual classifiers. The data used in this field is often outdated and obsolete and suffers from the repetition of data and the presence of irrelevant data and wrong and distorted data. Therefore, all of this will affect the accuracy of the classification and will lead to a high false alarm rate. In order to overcome these limitations, we will first use the latest intrusion detection dataset (UNSW-NB15), which has fewer problems than its predecessors. And we make pre-processing it to get rid of the distorted data, then we propose to combine two methods of identifying features (Chi2-Corr) to determine only the features related to our problem, then we will use the ensemble methods that work on the principle of (union is strength) to overcome the problems of individual classification and give the highest accuracy of classification With the lowest false alarm rate.

The rest of the paper is organized as follows: In section 2, we describe the architecture of the worm detection system, which is based on ensemble bagging. Section 2.1 discusses the unsw-nb15 dataset, in sections 2.2 and 2.3 we discuss the preprocessing steps and feature selection methods which include using chi2 and correlation. In section 2.4, we'll go over how to construct a bagging classifier and how to train and test a model using an support vector machine (SVM) classifier. In section 3, we analyze our extensive tests for evaluating the proposed worm detection method. Section 4 wraps up by elaborating on the conclusion.

2. RESEARCH METHOD
To improve the detection of worms in networks, we propose an effective data mining model for worm detection that uses both anomaly and misuse detection techniques, where each case in a dataset is labeled as "attack" or "normal" (worms are one kind of attack), and a learning algorithm is trained over the class data. The structure of the proposed worm detection model is shown in Figure 1. Which is broken down into four distinct stages:
1) Dataset preprocessing: To prepare the data for the classification algorithm, we first add preprocessing steps to the initial datasets.
2) Dimensionality reduction: To pick the most important features and reduce the dimensionality of the dataset, a feature selection strategy called (Chi2-Corr) based on chi-square and correlation features selection is used.
3) Classifier training: To improve the accuracy of worm detection, we use the bagging algorithm to construct classifiers.
4) To forecast the outcome of our model, we used classification (testing).

![Figure 1. Flowchart of proposed worm detection](image-url)
2.1. The unsw-nb15 dataset
The proposed model is trained using the UNSW-NB15 dataset. There are 2,540,044 instances in this dataset [20]. This data is split into four huge CSV directories. There are detached training and testing sets. The training dataset consists of 175,341 records, and the testing consists of 82,332 records. It has 45 columns, one for id and forty-four for features. The proposed model was trained using 5000 records from the aforementioned training and testing records, of which 154 records contain worms and the rest contain normal and other types of attacks. UNSW-NB15 dataset is consists of normal data and nine types of attacks (Backdoors, Dos attacks, Exploits attacks, Fuzzers attacks, Generic attacks, Reconnaissance attacks, Shellcode attacks, and Worms attacks) are all included in these training and testing datasets [21].

2.2. Preprocessing
Because the UNSW-NB15 dataset contains both continuous and discrete features, it is necessary to convert the continuous attributes to discrete to ensure the system’s efficiency and to deal with the issue of new values appearing in the test dataset that are not present in the training dataset. We used the Min-Max normalization process following discretization to improve the model’s efficiency and effectiveness by placing attribute values between (0 - 1) [22]. We will use correlation feature selection and chi-square feature selection to exclude unused and redundant features from the dataset after discretization and normalization (See Algorithm 1).

Algorithm (1) min-max normalization
input : subset unsw-nb15 Datasets
Output: data values ranging from zero to one
For each column in the Dataset
extract the largest number in column
extract the smallest number in column
For each (X) rate in Feature extract
\[Value_{of}(X) = \frac{\text{Value}(X) - \text{Min}}{\text{Max} - \text{Min}}\]
End For
End For

2.3. Feature selection
One of the most critical preprocessing steps in machine learning techniques is feature selection, which is used to remove unnecessary and redundant features from the dataset, enhance the model's efficiency by using the correct features and reduce the amount of time it takes to process the data [23], [24]. In this study, we used chi2 features selection and correlation features selection. See algorithm (2).

- Correlation feature selection
Correlation-based feature selection (CFS) ranks attributes using a heuristic assessment function based on correlations. The function compared attribute vector subsets that are connected to the class label but not to one another. The CFS method assumes that irrelevant features have a low correlation with the class and, as a result, should be neglected. Excess characteristics, on the other hand, should be looked at because they are frequently correlated with one or more of the other attributes. The criterion for evaluating a subset of n features is as follows:

\[M_s = \frac{\bar{N}_{cf}}{\sqrt{N+N(N-1)\bar{ff}}}, \quad (1)\]

MS signifies the evaluation of a subset of S that has N characteristics. \(\bar{N}_{cf}\). is the average of the correlation between attributes and class labels. \(\bar{ff}\). is the average correlation between two characteristics [25], [26].

- Chi-square feature selection
A statistical test is a Chi2 test. The Chi2 test examines the relationship between a class and a feature, allowing it to select features that are more relevant for a given dataset. As a result, features that aren't relevant for categorization can be removed from the feature space [27]. From the data of two features, we will get the observed count A and anticipated count E. The Chi-Square test is used to measure how far anticipated count E and observed count A differ.

\[X^2_c = \frac{(A_i - E_i)^2}{E_i}, \quad (2)\]

Where C is the degree of freedom, A denotes the observed value(s), and E denotes the expected value (s). We compare the value of \(X^2_c\) to the value of the chi2 table value where alpha =0.05 and delete the feature if it is less than the chi2 table value (independent); else, the feature is accepted.
Algorithm (2) Chi-Corr feature selection
input : subset unsw-nb15 Datasets
Output: independent features with a strong connection to class, and features that are class-dependent
Start
Step 1: correlation CFS
For each class column
Extract the correlation of class with all features
Choose features that have a strong relationship with class.
Remove the remainder
End For
For each feature in the subset you've chosen,
Extract the correlation of feature with all features
Remove the remainder
End For
Step 2: Chi square feature selection
For each unsw-nb15Dataset feature
seek for \( X_{c}^2 \) with class. See (1) alpha=0.05
from chi2 table find \( X_{c}^2' \) where alpha=0.05 and matched it to \( X_{c}^2 \)
If \( X_{c}^2 < X_{c}^2' \) the feature is independent (dropped)
Else it is depend on class (not drop)
End For
End

2.4. Training and testing
Following feature selection methods, we will divide the dataset into two parts: training and testing. Training contains 67 percent of the total number of records in the dataset, while testing contains 33 percent. The proposed model is trained and tested using the two parts. Then we will distribute the training part on three parallel SVM in ensemble bagging algorithm to make classification decisions. See algorithm (3).

Algorithm (3) Bagging SVM Ensemble Algorithm.
Input: A subset of UNSW-NB15 Dataset
Output: SVM Bagging Model
Begin
Steps:
Step 1: dividing dataset into three samples
Step 2: Foreach Sample apply SVM algorithm
-Initialize \((Xi, Yj)\) for all training dataset points, where \(X\) is a data vector \((x1…. , xn)\) and \(Y\) is a class vector.
-Set the weight \(W\) vector.
-Alloptment points of \((x, y)\) and elicitation the hyper plane separator.
-Heck the hyper plane if it is provides the best separation, use it as a classifier system for the classification of the unsw nb-15 testing dataset and switch to End; otherwise, proceed to the next step.
-Make the hyperplan bigger.
-Set up the Lagrange multiplier. ai vector ai...an.
-Use the classification function.
-Find the non-zero support vectors xi (support vectors are the points that determine the rea of hyper plan).
-Use the hyper plan that emerged after identifying support vectors as the classifier model to classify the unsw nb-15 testing dataset.
End For
Make voting to return results
End

3. RESULTS AND DISCUSSION
The aim of this paper, as mentioned previously, is to develop a good-accuracy worm detection system. To remove irrelevant features and increase classification reliability, a model called Chi2-Corr that combines CFS and chi2 is used to evaluate a subset of the original features. Using the UNSW NB15 dataset, a bagging ensemble classifier is trained and tested during the classification stage using SVM as base estimator rather than decision tree which is the default estimator. The tests are conducted on a desktop PC with a 1.80 GHz Intel Core i3-3217U processor and 4GB of random access memory (RAM). The classification results of testing are either true positives (TP) (intrusion), true negatives (TN) (normal), FP
(misclassified as intrusion), (FN) (misclassified as normal), Unknown (new attacks). Table 1 and Table 2 shows the results of applying the bagging technique to classify the records in the testing dataset using SVM and diffusion tensor (DT) classifiers. In Table 1 When all features are selected and feature selection procedures are used, these findings reveal that the TP is bigger than the TN, FP, FN, and unknown. When employing feature selection methods in the SVM classifier, the FP rates drop from 15 to 10 when using CFS, 6 when using Chi2, and 0 when using Chi2-Corr.

Table 1. Classification results of bagging with SVM classifiers

<table>
<thead>
<tr>
<th>Feature selection</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi2-Corr.</td>
<td>938</td>
<td>710</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>CFS</td>
<td>917</td>
<td>715</td>
<td>10</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>Chi2</td>
<td>913</td>
<td>725</td>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>ALL</td>
<td>902</td>
<td>721</td>
<td>15</td>
<td>12</td>
<td>0</td>
</tr>
</tbody>
</table>

The detection rate (DR) is the ratio between the number of TP and the total number of intrusion records presented in the testing dataset. It has been computed using the following equation: DR = TP/(TP+FN). The false alarm rate (FAR) is the ratio between several "normal" records classified as attacks (FP) and the total number of patterns of the testing dataset. The accuracy (Acc) of each classifier has been computed using Acc=(TP+TN)/(TP+FP+TN+FN), the false discovery rate (FDR) = FN/(TP+FN), Specificity = TN/(TN+FP), F-measure=(2*Recall*Precision)/(Recall+Precision). Values for all mentioned metrics have been illustrated in Table 3 and Table 4.

Table 2. Classification results of bagging with DT classifiers

<table>
<thead>
<tr>
<th>Feature selection</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi2-Corr.</td>
<td>920</td>
<td>713</td>
<td>10</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>CFS</td>
<td>900</td>
<td>701</td>
<td>25</td>
<td>24</td>
<td>0</td>
</tr>
<tr>
<td>Chi2</td>
<td>930</td>
<td>698</td>
<td>17</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>ALL</td>
<td>899</td>
<td>683</td>
<td>40</td>
<td>28</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3. Metrics to evaluate ensemble bagging with SVM

<table>
<thead>
<tr>
<th>Metrics</th>
<th>All</th>
<th>CFS</th>
<th>Chi2</th>
<th>Chi2-Corr</th>
</tr>
</thead>
<tbody>
<tr>
<td>n. of feature</td>
<td>44</td>
<td>33</td>
<td>33</td>
<td>27</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.983</td>
<td>0.989</td>
<td>0.992</td>
<td>0.998</td>
</tr>
<tr>
<td>DR</td>
<td>0.986</td>
<td>0.991</td>
<td>0.993</td>
<td>0.998</td>
</tr>
<tr>
<td>FAR</td>
<td>0.020</td>
<td>0.013</td>
<td>0.008</td>
<td>0.0</td>
</tr>
<tr>
<td>Precision</td>
<td>0.983</td>
<td>0.989</td>
<td>0.993</td>
<td>1.00</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.984</td>
<td>0.989</td>
<td>0.993</td>
<td>0.998</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.979</td>
<td>0.986</td>
<td>0.991</td>
<td>1.00</td>
</tr>
<tr>
<td>FDR</td>
<td>0.016</td>
<td>0.010</td>
<td>0.006</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 4. Metrics to evaluate ensemble Bagging with DT

<table>
<thead>
<tr>
<th>Metrics</th>
<th>All</th>
<th>CFS</th>
<th>Chi2</th>
<th>Chi2-Corr</th>
</tr>
</thead>
<tbody>
<tr>
<td>n. of feature</td>
<td>44</td>
<td>33</td>
<td>33</td>
<td>27</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.958</td>
<td>0.976</td>
<td>0.987</td>
<td>0.998</td>
</tr>
<tr>
<td>DR</td>
<td>0.969</td>
<td>0.974</td>
<td>0.994</td>
<td>0.992</td>
</tr>
<tr>
<td>FAR</td>
<td>0.055</td>
<td>0.034</td>
<td>0.023</td>
<td>0.13</td>
</tr>
<tr>
<td>Precision</td>
<td>0.957</td>
<td>0.972</td>
<td>0.982</td>
<td>0.998</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.962</td>
<td>0.972</td>
<td>0.987</td>
<td>0.99</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.944</td>
<td>0.965</td>
<td>0.976</td>
<td>0.986</td>
</tr>
<tr>
<td>FDR</td>
<td>0.042</td>
<td>0.027</td>
<td>0.017</td>
<td>0.010</td>
</tr>
</tbody>
</table>

While using the DT classifier in conjunction with the ensemble Bagging algorithm Our proposed system has an accuracy of 0.958, FAR of 0.055, DR of 0.969, Precision of 0.957, F-measure of 0.962, Specificity of 0.944, and FDR of 0.042 without applying feature selection methods. The results are optimized when employing feature selection methods, therefore when using Chi2-Corr, the best case is attained with the greatest accuracy of 0.989, FAR of 0.013, DR of 0.992, Precision of 0.989, F-measure of 0.99, Specificity of 0.986, and FDR of 0.010. We compare our proposed system to some related work to better grasp the benefits of the suggested methodology. Table 5 shows the outcomes of the comparison.

The comparison includes the classification method, the selected dataset, feature selection approaches, the number of selected features, accuracy, FAR, and DR for intrusion detection, as shown in Table 5. When compared to C4.5, RF, our system has the best accuracy and detection rate, as well as the
lowest false alarm rate. When we compare our proposed system to the SVM, we can see that the ensemble method has advantages over the SVM, which is a single classifier with a huge variance. As a result, ensembles frequently reduce the variance component of contributing model prediction errors, resulting in a significant improvement in accuracy (from 0.85 to 0.998) as well as a reduction in the false alarm rate (FAR) (from 15.26 to 0.0). When SVM was used as the base estimator, our proposed method had the highest accuracy and detection rate when compared to other ensemble approaches like stacking, and boosting.

4. CONCLUSION

The suggested approach stresses the necessity of network intrusion detection systems (IDS) for detecting worm assaults, which are the most dangerous attacks in a network and have an impact on resource availability. Because of the normalizing and discretization operations, the suggested system is more efficient. The correlation and chi2 algorithms are offered as feature selection approaches to improve the accuracy of the proposed system and reduce the amount of time required. The accuracy of the Bagging classifier, which employs SVM and is assisted by Chi2-Corr, is better than utilizing all features or using Bagging Classifier with Corr or chi2 with 33 features, also the Chi2-Corr has a lower false alarm rate than CFS or Chi2. Using a decision tree classifier as a base estimator in Bagging (without our contribution) will result in a system that is less accurate, has less detection rate, and have a false alarm rate.
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Table 5. Compression between the proposed system and the related work

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset</th>
<th>Feature selection</th>
<th>n. of features</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>C4.5</td>
<td>CIC-IDS2017</td>
<td>CFS-BA</td>
<td>10</td>
<td>0.98</td>
</tr>
<tr>
<td>RF</td>
<td>CIC-IDS2017</td>
<td>CFS-BA</td>
<td>10</td>
<td>0.993</td>
</tr>
<tr>
<td>SVM</td>
<td>Train and Test UNSW-NB15</td>
<td>N/A</td>
<td>44</td>
<td>0.85</td>
</tr>
<tr>
<td>STACKING</td>
<td>UNSW-NB15</td>
<td>N/A</td>
<td>49</td>
<td>0.628</td>
</tr>
<tr>
<td>Boosting</td>
<td>UNSW-NB15</td>
<td>N/A</td>
<td>49</td>
<td>0.947</td>
</tr>
<tr>
<td>Proposed System</td>
<td>Subset of Train and Test UNSW-NB15</td>
<td>CFS-Chi2s</td>
<td>27</td>
<td>0.998</td>
</tr>
</tbody>
</table>
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