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ABSTRACT
Background subtraction is the first and basic stage in video analysis and smart surveillance to extract moving objects. In fact, the background subtraction library (BGSLibrary) was created by Andrews Sobral in 2012, which currently combines 43 background subtraction algorithms from the most popular and widely used in the field of video analysis. Each algorithm has its own characteristics, strengths and weaknesses in extracting moving objects. The evaluation allows the identification of these characteristics and helps researchers to design the best methods. Unfortunately, the literature lacks a comprehensive evaluation of the algorithms included in the library. Accordingly, the present work will evaluate these algorithms in the BGSLibrary through the segmentation performance, execution time and processor, so as to achieve a perfect, comprehensive, real-time evaluation of the system. Indeed, a background modeling challenge (BMC) dataset was selected using the synthetic video with the presence of noise. Results are presented in tables, columns and foreground masks.
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1. INTRODUCTION
The smart surveillance system can detect and track people, accidents and objects. Besides, it can be also adapted under dangerous situations that threaten human security and abnormal behaviour. In fact, a smart surveillance system relies on video analysis, detection and tracking of moving objects. It is important to know that the detection of movement in the video is the first stage to consider after the subtraction of the background and before starting the analysis of any system [1].

With the tremendous development in the computer vision field, several research papers are focusing on intelligent surveillance through different manner. Qasmieh et al. [2] used iris system self-customized artificial intelligence models and iterative randomized Hough transform to segment and classify the iris system. Aswini and Uma [3] detected obstacles encountered by drones using computerized monocular vision. Boulfrifi et al. [4] suggested a method to detect motion in a real time video by extracting automatically the foreground.

In fact, to segment moving objects in a sequence of images, a BS method is used. It is started by designing the background model of the scene. Then, a comparison to the current frame is fulfilled before updating the background model. Thus, a flexible, accurate and reliable background model is required to obtain good tracking of the moving object. Indeed, the background template must: (i) be precise in its texture and react to changes over time, (ii) flexible under different lighting conditions, and (iii) rapid real-time rendering [1], [5]. A number of researches focus on developing background subtraction techniques [6], [7].
 citing as examples the statistical models [5], [8], fuzzy models and neural models. Unfortunately, the majority of the developed methods lack precision in detecting the intriguing target of video streams.

Over the past years, several background modelling methods have been proposed to identify foreground objects in a video clip. These methods differ according to their strength and weakness in discovering objects of interest. Accordingly, the background subtraction library was created by Andrews Sobral in 2012, the library is a collection of background subtraction algorithms. Where the library contained 29 algorithms compiled in the C++ programming language. Several other methods have been added and developed. Currently, the library is containing about 43 of the most popular and widely used algorithms in the field of video analysis and smart monitoring [9], [10].

Several others research papers deal with the issue of evaluating background subtraction methods under different scenarios. The main challenge faced by background subtraction methods is analyzed and studied in [11] and [12]. Al-Yassin et al. [13] tested the statistical accuracy which analysis the real-time monitoring systems detection algorithms using four criteria: i) false recognition, ii) unrecognized, iii) true recognition, and iv) total fragmentation ratios. In order to teste the ability and efficiency of the methods in extracting the moving objects under dynamic background, the aforementioned methods are analyzed and compared using the K-way ANONVA. Lahraichi et al. [14] presented a new approach through two criteria: the first is based on creating a probabilistic image based on Kernel density estimation method and the second is the extraction of the moving pixels using graph cutting algorithm. Zaharin et al. [15] studied different methods of the background subtraction and the frame difference. Whereas Prakoso and Sari [16] studied three methods of image segmentation of a video through separating the foreground and background pixels, then, a comparison study is done using mean-square error (MSE) and peak signal-to-noise ratio (PSNR) values. Rekha et al. [17] built a background subtraction application for mobile platform and improved the algorithm open source computer vision library (OPENCV). Then, a comparison of the performance for the foreground detection algorithms are carried out through execution time, resolution and required resources.

In [11] the analyses of the advantages and disadvantages of background modeling methods and comparison of their performance in terms of quality and computational cost, using chang.net dataset and another dataset with different environmental conditions is done. The challenges faced during the use of BS techniques are well identified and considered in [18]. In [19] a comparison of 29 methods in background subtraction library (BGSLibrary) from the large group of BG, using the background models challenge (BMC) dataset is done. The evaluation of the methods’ strength and performance in terms of processor and memory is also considered. López-Rubio et al. [20] evaluated nine methods of background subtraction under the influence of two types of regular and Gaussian noise. In this paper, all the algorithms in the background subtraction library were comprehensively evaluated in real-time. Among the evaluation methods, emphasis was placed on. Firstly, segmentation performance in demonstrating the ability of the algorithms to extract moving objects, by choosing the most commonly used set of measurements in the literature. Second, the execution time differs from one algorithm to another, some of the themes have a fast response time while others take a long time to respond. Third, the majority of algorithms have a constant value in memory consumption over time and some of them have an increasing value over time. Fourth, the processor is used for a good, comprehensive, real-time evaluation. A BMC dataset was selected using the synthetic video type with the presence of noise. Results are presented in tables, columns and images for intro masks. The BMC dataset is a set of evaluation data based on real and synthetic videos that present many of the challenges that researchers need in evaluating subtraction methods in the background video [21].

The rest of this article is divided as follows: section 2 presents a state of the art on background methods, in which most of the techniques in the background subtraction library are studied. Section 3, evaluates the criteria used in this article are explored and highlighted and all steps of subtraction analysis are provided in essential details of the experiments. All algorithms simulated. A table of images of the foreground masks and a table of metrics used in the evaluation, are presented. This section also details the results obtained in the form of bars and curves, which are discussed and analyzed in section 4. Finally, the conclusion and future work are done in section 5.

2. STATE OF THE ART

2.1. Basic background model

The main operating of the background subtraction process is to create a background template without any moving objects to compare it to serial frames. The basic background is modeled using the average, the median or the histogram analysis over time [22]. Several studies are developing methods to achieve this goal, where they demonstrate that each method has its drawbacks and advantages. First, the background can be set manually using static image free of moving object. Then, the difference between the current image and static image is calculated. This method is named static frame difference, it is simple to
implement, however, it fails in extracting the foreground during high light changes or when the moving object stop suddenly [19]. Frame difference is another method to create a background template. It is relatively simple to analyze the difference between adjacent frames in the sequence of images in the video. The illumination does not affect the extraction of the moving object. However, it is impossible to extract complete information when the target is moving, or, when the background color is similar to the target color, where, the information in the moving target is considered as background information [23], the arithmetic mean of pixels between two consecutive images is used to configure and maintain the background model in [24]. The background model (B) can be obtained as [22],

$$B = \frac{1}{l} \sum_{t=1}^{l} Z_t$$  \hspace{1cm} (1)

where l is the length containing gray scale images Zi. The background must be maintained with the following serial process.

$$B_t = (1-\alpha)B_{t-1} + \alpha Z_t \hspace{0.5cm} \alpha \in [0,1] \subset \mathbb{R} \hspace{0.5cm} t \in \{1, l\} \subset \mathbb{Z}$$  \hspace{1cm} (2)

This method is called adaptive background learning. The feature of this algorithm is adaptive maintenance during scene changes. However, some pixels of the moving object are updated with the background [22].

2.2. Statistical models based on Gaussian distributions

Several static models of background extraction based on Gaussian distributions are developed such as Pfinder [25], ElgammalKDE 2000 [26], Stauffer and Grimson GMM [8], ZivkovicGMM2004 2006 [27], [28], Lopez-RubioAE. Where, Pfinder, Stauffer and Grimson are the most popular and adapted models. Pfinder [25] used to model the color of each object through the Gauss distribution of each pixel of the image. A class \(a\) is calculated for each background and foreground point by (3).

$$P_a(x_t) = \eta(x_t, \mu_a(x), \Sigma_a(x)) \hspace{0.5cm} (3) \eta(X, \mu, \Sigma) = (2\pi)^{-D/2} \det(\Sigma)^{-1/2}$$  \hspace{1cm} (3)

Where, Probability is defined by \(P_a(x_t)\), \(x\) is the pixel, \(\mu_a(x)\) is the class. If the probability limited to background class is greater than threshold \(P_a(x_t) > T\) the pixel belongs to the background. The Stauffer and Grimson model [8] is based on a parametric probabilistic background. For scene modeling, it uses a mixture of \(K\) Gaussian distributions, \(k\) is chosen between 3 and 5. The probability of pixel color is given by,

$$P(x_t) = \sum_{k=1}^{K} w_t(x_t) \eta \left(x_t, \mu_{k,t}(x), \Sigma_{k,t}(x) \right)$$  \hspace{1cm} (4)

where \(x_t\) is the pixel, number distribution Gaussian is \(K\), \(w_t(x_t)\) is the probability of \(k\) Gaussian at time \(t\), \(\mu_{k,t}\) is the average, \(\Sigma_{k,t}\) is the covariance matrix, \(\eta\) is the probability distribution function of the Gaussian \(k\).

Zivkovic [27], [28] improved the model [8] where they used mixture distribution with unstable components. The number of components is \(K_x\) for a pixel \(x_t \leq K_x \leq K\). Only the required number of pixels is used at every moment, that is why this method achieves a better processing time than [8] and gives better results. the function of weight update is,

$$w_{t,x} = w_{t-1,x} + \alpha(M_{t,x} - w_{t-1,x}) - \alpha cT$$  \hspace{1cm} (5)

where \(cT\) is a constant

2.3. Fuzzy models

Sugeno integral method is used to distinguish between the input image and the background model the measurement of the color and texture [29], Choquet integral is adapted in [30], [31]. It is based on color, edge and texture features. This method shows better results compared to the existing techniques. Fuzzy running average is used to extract the background model in [32], where, 2-fuzzy method in the multimedia background is adapted in [33]-[35].

2.4. Neural and neuro-fuzzy methods

The neural network method is used to determine whether the pixel belongs to the foreground or to the background. In fact, a background segmentation approach using a multi-layer neural network containing 124 neurons is adapted in [36]. This method is based on probabilistic neural networks (PNN). A self-organizing network method for background subtraction (SOBS) is used in [37]. Whereas, a combined SOBS with a fuzzy function is adapted in the learning stage of the background in [19], [38].
3. EXPERIMENTS

3.1. Detection performance and evaluation

In the present work, all algorithms in the subtraction library were evaluated in the background by segmentation performance, execution time, memory consumption, and processor. Firstly, assessing segmentation performance is to demonstrate the ability of algorithms to extract moving objects, by choosing the most commonly used set of measurements in the literature, recall, precision, F-measure, accuracy, true positive rate (TPR) and false positive rate (FPR). In fact, these measurements are calculated by true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). We get by the following equations. Where TP is the set of pixels in the front, which are captured as belonging to the front after the simulations. FP is the set of background pixels that are captured as belonging to the foreground. TN is the set of background pixels that are captured as belonging to the background. FN is the set of foreground pixels that are captured as belonging to the background.

\[ \text{Recall} = \frac{TP}{TP + FN} \]

\[ \text{Precision} = \frac{TP}{TP + FP} \]

\[ \text{F-measure} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}} \]

\[ \text{Accuracy}(AC) = \frac{TP}{TP + FN + FP} \]

\[ \text{False Positive Rate (FPR)} = \frac{FP}{FP + TN} \]

\[ \text{False Negative Rate (FNR)} = \frac{FN}{TP + FN} \]

\[ \text{True Positive Rate (TPR)} = \frac{TP}{TP + FN} \]

The results of the measurements are shown in Table 1. It is important to note that the simulated algorithm provides a visual note of the extracted images which are represented by the foreground masks. On the other hand, metrics help algorithms to evaluate and make a comparison between them. The foreground masks are shown in Figure 1.

Each algorithm has a certain execution time, some of which are executed at a short speed and some that take a long time. With a certain amount of memory consumption, where the majority of algorithms have a constant value in memory consumption over time and some have an increasing value over time, such as (T2FMRF_UM, T2FMRF_UV). The core processor on which the analyses were performed is i5, 2.40 GHZ, RAM(8 GO). The library is compiled in C++ programming language, based on OpenCV. Moreover, visual studio 2017 is used to simulate these algorithms. Then, comparisons are performed through MATLAB 2017.

3.2. The dataset used

For a good, comprehensive, real-time evaluation. A BMC dataset was selected using the synthetic video type with the presence of noise. The video number selected from the dataset is 211. In this case, cloudy with noise are the variables parameters. They are measured and compared as in the Figure 1. Where each sub-figure presents a part of tests as follows:

1=FrameDifference 17=DP Eigenbackground 33=VuMeter
2=StaticFrameDifference 18=DPTexture 34=KDE
3=WeightedMoving Mean 19=T2FGMM_UM 35=IndependentMultimodal
4=WeightedMovingVariance 20=T2FGMM_UV 36=MultiCube
5=MixtureOfGaussianV1 21=T2FMRF_UM 37=SigmaDelta
6=MixtureOfGaussianV2 22=T2FMRF_UV 38=SuBSENSE
7=AdaptiveBackgroundLearning 23=FuzzySugenoIntegral 39=LOBSTER
8=AdaptiveSelectiveBackgroundLearning 24=FuzzyChoquetIntegral 40=PAWCS
9=GMG 25=MultiLayer 41=TwoPoints
10=KNN 26=PixelBasedAdaptiveSegmenter 42=ViBe
11=DPAdaptiveMedian 27=LBSimpleGaussian 43=CodeBook
12=DPGrimsonGMM 28=LB FuzzyGaussian 44=Ground truth
13=DPZivkovicAGMM 29=LB MixtureOfGaussians 45=Original fram
14=DPPratiMediod 30=LBAdaptiveSOM
15=DPWrenGA 31=LB FuzzyAdaptiveSOM
16=DP PratiMediod 32=LB MRF
Table 1. The rating scales used for BMC data analysis, synthetic video 211 and use case in cloudy with noise

<table>
<thead>
<tr>
<th>Methods</th>
<th>RC</th>
<th>PC</th>
<th>TPR</th>
<th>FPR</th>
<th>FNR</th>
<th>FM</th>
<th>AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>FrameDifference;</td>
<td>0.6845</td>
<td>0.4092</td>
<td>0.6845</td>
<td>0.0257</td>
<td>0.3155</td>
<td>0.5122</td>
<td>0.3443</td>
</tr>
<tr>
<td>StaticFrameDifference</td>
<td>0.9264</td>
<td>0.1580</td>
<td>0.9264</td>
<td>0.1285</td>
<td>0.0736</td>
<td>0.2699</td>
<td>0.1560</td>
</tr>
<tr>
<td>WeightedMovingMean</td>
<td>0.6043</td>
<td>0.8619</td>
<td>0.6043</td>
<td>0.0025</td>
<td>0.3957</td>
<td>0.7105</td>
<td>0.5509</td>
</tr>
<tr>
<td>WeightedMovingVariance</td>
<td>0.6937</td>
<td>0.8929</td>
<td>0.6937</td>
<td>0.0037</td>
<td>0.3963</td>
<td>0.7555</td>
<td>0.6071</td>
</tr>
<tr>
<td>MixtureOfGaussianV1</td>
<td>0.6909</td>
<td>0.9385</td>
<td>0.6909</td>
<td>0.0012</td>
<td>0.3901</td>
<td>0.7958</td>
<td>0.6609</td>
</tr>
<tr>
<td>MixtureOfGaussianV2</td>
<td>0.6668</td>
<td>0.5596</td>
<td>0.6668</td>
<td>0.0137</td>
<td>0.3332</td>
<td>0.6085</td>
<td>0.4373</td>
</tr>
<tr>
<td>AdaptiveBackgroundLearning</td>
<td>0.9278</td>
<td>0.5376</td>
<td>0.9278</td>
<td>0.0208</td>
<td>0.0722</td>
<td>0.6808</td>
<td>0.5160</td>
</tr>
<tr>
<td>AdaptiveSelectiveBackgroundLearning</td>
<td>0.9047</td>
<td>0.7330</td>
<td>0.9047</td>
<td>0.0086</td>
<td>0.0953</td>
<td>0.8098</td>
<td>0.6804</td>
</tr>
<tr>
<td>GMG</td>
<td>0.9553</td>
<td>0.6100</td>
<td>0.9553</td>
<td>0.0159</td>
<td>0.0447</td>
<td>0.7446</td>
<td>0.5931</td>
</tr>
<tr>
<td>KNN</td>
<td>0.9201</td>
<td>0.6888</td>
<td>0.9201</td>
<td>0.0108</td>
<td>0.0799</td>
<td>0.7878</td>
<td>0.6499</td>
</tr>
<tr>
<td>DPAdaptiveMedian</td>
<td>0.4136</td>
<td>0.9379</td>
<td>0.4136</td>
<td>7.1289e-04</td>
<td>0.5864</td>
<td>0.5741</td>
<td>0.4026</td>
</tr>
<tr>
<td>DPGrimsonGMM</td>
<td>0.9193</td>
<td>0.6732</td>
<td>0.9193</td>
<td>0.0116</td>
<td>0.0807</td>
<td>0.7772</td>
<td>0.6356</td>
</tr>
<tr>
<td>DPZivkovicAGMM</td>
<td>0.8864</td>
<td>0.8327</td>
<td>0.8864</td>
<td>0.0046</td>
<td>0.1136</td>
<td>0.8587</td>
<td>0.7524</td>
</tr>
<tr>
<td>DPMean</td>
<td>0.4800</td>
<td>0.8611</td>
<td>0.4800</td>
<td>0.0020</td>
<td>0.5200</td>
<td>0.6164</td>
<td>0.4455</td>
</tr>
<tr>
<td>DPWrenGA</td>
<td>0.8549</td>
<td>0.8714</td>
<td>0.8549</td>
<td>0.0033</td>
<td>0.1451</td>
<td>0.8631</td>
<td>0.7591</td>
</tr>
<tr>
<td>DPPratiMediod</td>
<td>0.8525</td>
<td>0.9419</td>
<td>0.8525</td>
<td>0.0014</td>
<td>0.1475</td>
<td>0.8950</td>
<td>0.8099</td>
</tr>
<tr>
<td>DP Eigenbackground</td>
<td>0.9159</td>
<td>0.7320</td>
<td>0.9159</td>
<td>0.0087</td>
<td>0.0841</td>
<td>0.8137</td>
<td>0.6859</td>
</tr>
<tr>
<td>DPTexture</td>
<td>0.5768</td>
<td>0.9395</td>
<td>0.5768</td>
<td>6.3151e-04</td>
<td>0.6232</td>
<td>0.5379</td>
<td>0.3679</td>
</tr>
<tr>
<td>T2FGMM_UVM</td>
<td>0.0392</td>
<td>0.9812</td>
<td>0.0392</td>
<td>1.9531e-05</td>
<td>0.9608</td>
<td>0.0753</td>
<td>0.0391</td>
</tr>
<tr>
<td>T2FGMM_UV</td>
<td>0.6205</td>
<td>0.9430</td>
<td>0.6205</td>
<td>0.3597</td>
<td>0.3795</td>
<td>0.0003</td>
<td>0.0419</td>
</tr>
<tr>
<td>T2FMRF_UV</td>
<td>0</td>
<td>NaN</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>NaN</td>
<td>0</td>
</tr>
<tr>
<td>PixelBasedAdaptiveSegmenter</td>
<td>0.9423</td>
<td>0.6804</td>
<td>0.9423</td>
<td>0.0115</td>
<td>0.0577</td>
<td>0.7902</td>
<td>0.6532</td>
</tr>
<tr>
<td>LB SimpleGaussian</td>
<td>0.9424</td>
<td>0.0624</td>
<td>0.9424</td>
<td>0.3687</td>
<td>0.0576</td>
<td>0.1170</td>
<td>0.0621</td>
</tr>
<tr>
<td>LB FuzzyGaussian</td>
<td>0.9378</td>
<td>0.2239</td>
<td>0.9378</td>
<td>0.0846</td>
<td>0.0622</td>
<td>0.3615</td>
<td>0.2206</td>
</tr>
<tr>
<td>LB MixtureOfGaussian</td>
<td>0.9189</td>
<td>0.6897</td>
<td>0.9189</td>
<td>0.0108</td>
<td>0.0811</td>
<td>0.7880</td>
<td>0.6502</td>
</tr>
<tr>
<td>LB AdaptiveSOM</td>
<td>0.9198</td>
<td>0.6943</td>
<td>0.9198</td>
<td>0.0105</td>
<td>0.0802</td>
<td>0.7913</td>
<td>0.6547</td>
</tr>
<tr>
<td>LB FuzzyAdaptiveSOM</td>
<td>0.9119</td>
<td>0.7404</td>
<td>0.9119</td>
<td>0.0083</td>
<td>0.0881</td>
<td>0.8172</td>
<td>0.6910</td>
</tr>
<tr>
<td>LBP_MRF</td>
<td>0.9398</td>
<td>0.7640</td>
<td>0.9398</td>
<td>0.0076</td>
<td>0.0602</td>
<td>0.8429</td>
<td>0.7284</td>
</tr>
<tr>
<td>VuMeter</td>
<td>0.7281</td>
<td>0.7764</td>
<td>0.7281</td>
<td>0.0055</td>
<td>0.2719</td>
<td>0.7515</td>
<td>0.6019</td>
</tr>
<tr>
<td>KDE</td>
<td>0.9401</td>
<td>0.1613</td>
<td>0.9401</td>
<td>0.1272</td>
<td>0.0599</td>
<td>0.2753</td>
<td>0.1596</td>
</tr>
<tr>
<td>IndependentMultimodal</td>
<td>0.9140</td>
<td>0.6821</td>
<td>0.9140</td>
<td>0.0111</td>
<td>0.0860</td>
<td>0.7612</td>
<td>0.6410</td>
</tr>
<tr>
<td>MultiCue</td>
<td>0.9769</td>
<td>0.7029</td>
<td>0.9769</td>
<td>0.0107</td>
<td>0.0231</td>
<td>0.8175</td>
<td>0.6913</td>
</tr>
<tr>
<td>SigmaDelta</td>
<td>0.9226</td>
<td>0.6455</td>
<td>0.9226</td>
<td>0.0132</td>
<td>0.0774</td>
<td>0.7596</td>
<td>0.6124</td>
</tr>
<tr>
<td>SubSENSE</td>
<td>0.9291</td>
<td>0.8976</td>
<td>0.9291</td>
<td>0.0028</td>
<td>0.0709</td>
<td>0.9131</td>
<td>0.8400</td>
</tr>
<tr>
<td>LOBSTER</td>
<td>0.9079</td>
<td>0.9053</td>
<td>0.9079</td>
<td>0.0025</td>
<td>0.0921</td>
<td>0.9066</td>
<td>0.8292</td>
</tr>
<tr>
<td>PAWCS</td>
<td>0.9232</td>
<td>0.9008</td>
<td>0.9232</td>
<td>0.0026</td>
<td>0.0768</td>
<td>0.9118</td>
<td>0.8380</td>
</tr>
<tr>
<td>TwoPoints</td>
<td>0.8539</td>
<td>0.3270</td>
<td>0.8539</td>
<td>0.0047</td>
<td>0.1461</td>
<td>0.4729</td>
<td>0.3097</td>
</tr>
<tr>
<td>ViBe</td>
<td>0.8475</td>
<td>0.9273</td>
<td>0.8475</td>
<td>0.0017</td>
<td>0.1525</td>
<td>0.8856</td>
<td>0.7947</td>
</tr>
<tr>
<td>CodeBook</td>
<td>0.9299</td>
<td>0.1123</td>
<td>0.9299</td>
<td>0.1912</td>
<td>0.0701</td>
<td>0.2005</td>
<td>0.1114</td>
</tr>
</tbody>
</table>

Figure 1. Foreground masks obtained from Street Video 211 from BMC dataset
4. RESULTS AND DISCUSSION

The evaluation results for this video are done in Table 1. It can be noticed that this type takes very high scaling scores F-measure. So, when the scale value is equal to 1 better result may be obtained. In the Table 1 some of the algorithms are considered using scale value of 0.9, all such as: SuBSENSE, LOBSTER, and pixel-based adaptive c (PAWCS). Although these methods are difficult to implement. Moreover, they take a long time to response (about 6 to 8 minutes) leading to a reduction of the effectiveness in extracting objects in motion at the ideal time. Also, some other methods implemented and done as in Figure 2. Took lowest values in the evaluation measures and easy to implement using this kind of video. As a result, they are effective and give acceptable results, where we can list them as follows: CodeBook, LBSimpleGaussian, static frame difference. In other hand, some of the given methods are capable to achieve good and consistent results between the values of the measurements of the Table 1, with the execution time and memory of the Figure 2. These methods may be done as: AdaptiveSelectiveBackgroundLearning, MultiCue, DPWrenGA, and DPZivkovicAGMM. The foreground masks extracted from the BMC video (Frame 597) of the Figure 1, are well interpreted in Table 1 and can be depicted as shown in Figures 3-5.

![Figure 2](image2.png)
**Figure 2.** Average value of time, memory consumption and processor

![Figure 3](image3.png)
**Figure 3.** The columns represent the precision and recall value, taken from the street video211, for the BMC data set

![Figure 4](image4.png)
**Figure 4.** The columns represent the F-measure and accuracy value, taken from the street video211, for the BMC data set

![Figure 5](image5.png)
**Figure 5.** The curves represent false negative rate and true positive rate of the synthetic street video from the BMC data set
5. CONCLUSION AND FUTURE WORK

In this work, a comprehensive evaluation of the performance of the BGSLibrary's algorithms was performed. In fact, hash performance, execution time, memory and processor consumption are considered to fulfill this goal, where, a noise-containing synthetic video from the BMC dataset was used. The experimental results showed that the synthetic video from the BMC dataset had good results, where, a higher true positive rate and lower false negative rate and an increase in the F-scale value to 0.91 are obtained. The MultCue, DPWrenGA, pixel based adaptive segmenter, DPZivkovicAGMM, adaptive selective background learning algorithms are successfully deal with shadows and noise. Indeed, they achieve good results consistent with high benchmark values and low execution time.

Future work will focus on validating these methods under different challenges such as snow, fog, wind, crowd, shadows, noise. The design and the update of a background model is one of the biggest challenges in artificial vision. So, the development of a system capable of detecting a background model correctly and completely with high performance and ease algorithm, then, adapt it to the external dynamic changes and acquired shadows through real time implementation will be considered.
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