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ABSTRACT

The amount of deaf and mute individuals on the earth is rising at an alarming rate. Bangladesh has about 2.6 million people who are unable to interact with the community using language. Hearing-impaired citizens in Bangladesh use Bangladeshi sign language (BSL) as a means of communication. In this article, we propose a new method for Bengali sign language recognition based on deep convolutional neural networks. Our framework employs convolutional neural networks (CNN) to learn from the images in our dataset and interpret hand signs from input images. Checking their collections of ten indications (we used ten sets of images with 31 distinct signs) for a total of 310 images. The proposed system takes snapshots from a video by using a webcam with applying a computer vision-based approach. After that, it compares those photos to a previously trained dataset generated with CNN and displays the Bengali numbers (০-৯). After estimating the model on our dataset, we obtained an overall accuracy of 99.8%. We want to strengthen things as far as we can to make silent contact with the majority of society as simple as probable.
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1. INTRODUCTION

Sign language recognition technologies are used to identify indications of numbers, alphabets, phrases, or some other signs, such as traffic signal hand movements. Some scientists are focused on real-time symbol recognition, while others are focusing on static pictures. Artificial neural network-based approaches for real-time American sign language (ASL) term [1] and alphabet [2] recognition have recently been used. Hand sign recognition with the Microsoft sensor system [3] is used in the report to detect signals for two real-world applications: arithmetic calculation and the rock-paper-scissors game, with a mean accuracy of over 90% for ASL. Deep learning has been used to identify signs in Indian sign languages [4], [5], Arabic sign language [6], and other languages.

In the modern era, deep learning and machine learning [7]-[11] besides Bengali sign language (BSL) recognition studies have gotten a lot of attention, and various approaches for implementing a Bengali sign language recognition scheme have been suggested. Karmokar et al. [12] introduced a system of BSL.
recognition using a neural network in 2012, with a 93 percent accuracy. They used a dataset of distinct skin tones but the same context, allowing for fast identification. Rahaman et al. suggested a computer-based Bengali sign language recognition system in 2014 [13]. Rahim et al. [14] applied the backpropagation approach of ANN to identify indications of certain popular Bengali terms in 2015. Fingertip finder algorithms were used for BSL by numerous researchers in 2015 and 2016 [15]-[17]. For the identification of Bengali Sign Language, many methods based on ANN [18] have been suggested. The precision of the majority of the techniques seems to be promising. They do, however, have drawbacks due to the usage of limited datasets, a controlled backdrop or scenario, and in certain situations, major mistakes in lighting effects or skin tone, which they monitor to prevent more complications. The approaches that do utilize neural networks [12] use a lot of preprocessing, which isn't necessarily suitable for real-time applications. Using a CNN, the proposed system recognizes only the Bangla numeric digits (CNN). It sensed the symbol with only one hand. It is split into two parts: the trained and the signs detection part.

The following section follows the same structure. This portion includes the most recent developments in Bengali Signs Identification. Section ii describes the research method for modeling the whole system. The iii section looks at the results of the system that has been established. Section iv ends with a theory, flaws, and proposals for potential study.

2. METHODOLOGY

This proposed system takes the image from a camera and then preprocesses the images. To identify the image structure firstly the system applies bandlet transformation on images, then it applies the logarithm replace technique to control the extra light effects on images. To fixed up the low-resolution image, the system also used the D-LBP technique. Then it measures the picture dimension [19]. As dimension calculation is done, it segments the skin color from the picture and transforms it into a binary image, removes the broad blobs from the image, and uses deep learning techniques to construct a qualified dataset [19]. Classifies with the qualified dataset after the recognizer section and identifies the numerical digit of the Bangla. In this paper, we used deep learning methods for Bengali numerical sign detection. In Figure 1 we have displayed the entire proposed model diagram.

![Proposed model diagram](image)

2.1. Data collection

We collect images from the video frame using the webcam. To capture the image, we used a Xiaomi Videlok W77 webcam. We use Ryzen 3900X Core i3 3.90 (base speed) GHz PC with 32 GB RAM for running the system. The dataset consists of ten hand signs (a total of 310 pictures), with each signing class consisting
of 31 images captured at various lengths, orientations, and intensities. Bengali numerical sign language is depicted by the photos. We used the data for the train and test our model to recognition Bengali numerical signs. In Figure 2 we showed the dataset images sample.

![Datasets images samples](image1)

**Figure 2. Datasets images samples**

### 2.2. Data preprocessing

#### 2.2.1. Bandlet transformation

A 3x3 transformation matrix is needed for perspective conversion. Well after the transition, straight lines would remain straight. We'll need four points from the input image and four points from the output image to find this transition matrix. Three of the four points could not be in sync with one another. Then use the method cv2.get_perspective_transform to locate the transition matrix. For this 3x3 transition matrix, add cv2.warp_Perspective. In Figure 3 we exhibited the output of bandlet transformation after implementation.

![The output of bandlet transformation](image2)

**Figure 3. The output of bandlet transformation**

#### 2.2.2. Logarithm replace

Each pixel's value is replaced with its logarithm value in a log transformation. As shown in (1) can be used to describe log transformations.

\[ S = C \log (r + 1) \]  

(1)

The output and input image pixel values are \( s \) and \( r \), respectively, and \( c \) is a constant. Since the input image has a pixel intensity of 0, \( \log(0) \) equals infinity, and each of the input image's pixel values is given a sum of one. As a result, 1 is applied to the minimum amount to render it at least 1.

Expands the image's dark pixels thus compressing the image's lighter pixels. The combination of maximum and minimum amplitude values is referred to as dynamic range. Lower values are removed where
the image's dynamic spectrum exceeds that of the viewing system. We use log transform to solve this issue. The log transformation compresses the dynamic range first, then upscales the picture to the display device's dynamic range. Lower values are boosted in this way, resulting in a far more detailed picture. In Figure 4 we showed the image after applying logarithm replace.

Figure 4. After applying logarithm replacement

2.2.3. D-LBP

Two complementary measures: local spatial patterns and grayscale comparison, according to the LBP operator, will characterize two-dimensional surface textures. The original LBP operator produces labels for image pixels by thresholding the 3x3 neighborhood of each pixel with the center value and treating the result as a binary integer. The texture descriptor is then the histogram of these $2^8 = 256$ different marks. This operator, when coupled with a simple local contrast measure, achieved excellent unsupervised texture segmentation results. The LBP operator is denoted by the following notation: $R_u2; LBPP$; The subscript indicates that the operator is being used in the $(P, R)$ neighborhood. The superscript $u2$ denotes using only standardized patterns and labeling the residual patterns with a single dot. After obtaining the LBP labeled picture $f_l(x, y)$, the LBP histogram can be identified as (1) and in Figure 5 we showed the output of D-LBP after implementation.

$$H_i = \sum_{x,y} I[f_l(x, y) = i], i = 0, ..., n - 1$$

Figure 5. After applying D-LBP on the image
2.3. Proposed convolution neural network (CNN) model

2.3.1. Dimension calculation

Joint Photographic Experts Group (JPEG) is one of the most common image compression methods. The headers (first few bytes) in the majority of file formats provide valuable details about the file. JPEG headers, for example, provide details such as height, weight, color depth (grayscale or RGB), and so on. We find the resolution of a JPEG image without utilizing any external libraries in this software by reading these headers.

2.3.2. Segment skin color

This method is only used to detect the color of a human being, such as a hand or a face [20]. It reads the RGB picture and then measures the image’s proportions. It senses the skin color after transforming the RGB picture to YCbCr [20], [21]. In Figure 6, the skin color is segmented from a different background.

![Figure 6. Skin color segmentation](image)

2.3.3. Extract N largest blobs

This role assists in the identification of broad blobs of an item in a binary picture. It takes the blob region after getting all of the blob properties from the binary picture. It also detects the largest entity from the chosen boundaries and establishes boundaries in the original picture. This method employs a custom feature to remove the N largest blobs from the binary picture seen in Figure 7.

![Figure 7. Extract the largest blobs from the binary image](image)

2.3.4. Generate train network

This method even used a webcam to build the qualified network but preprocessed the webcam images utilizing the same process as mentioned above. This implies that the trained dataset was generated using the largest binary blob of an image. To begin, multiple photos of the same sign where needed. For each
symbol, approximately 31 photos were taken [22]. To create the divisions, the suggested method stores various sign photos into separate folders. This machine was given 31 photos to create a qualified network to improve accuracy. After taking pictures, this method generates a qualified dataset utilizing a convolutional neural network [23] methodology. For the educated network, the proposed framework used the Alex net of the deep learning process. This framework, in particular, employs the convolutional network’s Transfer Learning process. For the convolutional layer data, it resized the binary picture blob into a [28x28]. Then, using a random selection process, it generated a qualified dataset and a research dataset. The term "qualified dataset" refers to a classification database, whereas "test dataset" refers to a classification database that is used in conjunction with the trained dataset. For the qualified dataset, the machine used 750 images and for the evaluation dataset, it used 250 images. Initial learn rate = 0.0001, Max Epochs = 20, and Mini batch size = 64 were used.

2.4. Classifying trained network

This system loads the training dataset at first, then the sign has been taken when the figure window is opened. This system can detect Bangla numerical signs only using one hand. The proposed system has used the webcam image for recognition of the sign. When completed the largest binary blob image then it does classify with the custom training dataset that was first created. The proposed model used AlexNet classifier to detect the signs. Finally, it gives the outcome that is shown in Figure 8.

When the figure portal is raised, this device loads the training dataset first, then the symbol. Only one hand is intended to identify a Bangla numerical symbol. For the identification of the symbol, the proposed system used a webcam picture. It begins by preprocessing the picture with the technique mentioned in the 2.1, 2.2, and 2.3 sections above. When the largest binary blob picture is over, it can be classified using the custom training dataset that was generated at the beginning. Finally, it produces the result (০, ১, ২, ৩, ৪, ৫, ৬, ৭, ৮, ৯) indicated in Figure 8.

![Figure 8. Bengali numerical sign language recognition](image)

3. RESULTS AND DISCUSSION

To develop the area of sign language interpretation, the proposed model has used a variety of approaches. We developed the proposed model to improve the technique on Bengali numerical sign detection. The accuracy of each sign's identification is calculated by this method for experimental results. We measured the performance of two models using precision, recall, true negative rate, and accuracy after completing the training and testing phase. The formulas that we used are as shown in (3)-(4):

\[
\text{Precision} = \frac{TP}{TP+FP} \quad (3)
\]
\[
\text{Recall} = \frac{TP}{TP+FN} \quad (4)
\]
Accuracy = \frac{TP + TN}{TP + FP + TN + FN} \quad (5)

TN Rate = \frac{TN}{TN + FP} \quad (6)

Table 1 shows how the system uses 25 tests on hand signs for each digit, with 9 signs correctly recognized at the maximum peak and 1 sign recognition level is comparatively low. The precision is achieved 100% for each sign (০-৯), besides Recall also gain 100% for 9 signs, except one Bengali sign (৩). For all signs, True negative gain 0%, it carried a huge impact on overall accuracy. Finally, our model for the Bengali numerical sign’s language detection achieved overall 99.8% accuracy. Figure 9 depicted the value of every test result (Precision, Recall, True Negative, Accuracy) for each sign. Figure 10 shows the accuracy evaluation of ten separate numerical Bengali signs.

<table>
<thead>
<tr>
<th>Bangla Sign</th>
<th>Precision</th>
<th>Recall</th>
<th>True Negative</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>০</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
</tr>
<tr>
<td>১</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
</tr>
<tr>
<td>২</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
</tr>
<tr>
<td>৩</td>
<td>100%</td>
<td>98%</td>
<td>0%</td>
<td>98%</td>
</tr>
<tr>
<td>৪</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
</tr>
<tr>
<td>৫</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
</tr>
<tr>
<td>৬</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
</tr>
<tr>
<td>৭</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
</tr>
<tr>
<td>৮</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
</tr>
<tr>
<td>৯</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Figure 9. Precision, recall, true negative, accuracy graph for each sign

Figure 10. Comparing the accuracy of ten different Bengali numerical signs
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In Table 2 we compared some previous works, which are on Bengali and different language signs detection. The methodologies they have been used, article publishing year, and accuracy of their methodologies, we depicted in Table 2. They have many similarities with our proposed system, a few methodologies they have been using including CNN, artificial neural network, support vector machine, Convex hull method, 3D convolutional neural network (CNN), key maximum curvature points, stroke sub-segment vectors, equivolumetric partition, Gabor filter, kernel PCA, morphological operation, SVM. Most of the models changed the images into grayscale and directly apply some skin detection algorithms to detect the shape of the hand. On the other hand, our proposed model preprocesses the images as well to get the highest accuracy on test and training phases, then we apply correspondingly dimension calculation, segment skin color, extract N largest blobs, and trained our network at the processing phase. Finally, we applied the AlexNet classifier to classify the images. Fortunately, our model achieved the highest accuracy (99.8%) among the existing related works.

<table>
<thead>
<tr>
<th>Year</th>
<th>Methods</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018</td>
<td>G. A. Raoet al. [24]</td>
<td>92.88%</td>
</tr>
<tr>
<td>2017</td>
<td>Chowd-hury et al. [25]</td>
<td>84.11%</td>
</tr>
<tr>
<td>2017</td>
<td>El-badawy et al. [26]</td>
<td>98%</td>
</tr>
<tr>
<td>2017</td>
<td>Kaimal [27]</td>
<td>85.4%</td>
</tr>
<tr>
<td>2016</td>
<td>Uddin et al. [28]</td>
<td>99.5%</td>
</tr>
<tr>
<td>2021</td>
<td>Our Proposed Model</td>
<td>99.8%</td>
</tr>
</tbody>
</table>

4. CONCLUSION

Machine learning and deep learning doing a great role in recent times in image processing, the medical sector and various purposes. To identify Bengali numerical signs from the input images, our current model takes around a minute. Our aim is to render this process as smooth, fast, and real-time as possible. The dataset that we have used for training, testing, and validation contains the Bengali sign (০-৯). We intend to complete our dataset by including all Bengali alphabets. We haven't incorporated gesture recognition in our research, nor have we included the recognition of terms and full sentences, so we're excited to embed this into our model. We intend to integrate our framework into a portable computer and IoT media, specifically smartphones, and operate it as an application after implementing both of these methods. It would be conveniently available to all people in this manner, assisting us in the incorporation of such technologies into our culture.

REFERENCES


