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Abstract

The internet of things (IoT) protocols and regulations are being developed for various applications includes: habitat monitoring, machinery control, general health-care, smart-homes and more. A great part of IoT comprised of sensors nodes in connected networks (i.e. sensor networks.). A sensor network is a group of nodes with sensory module and computational elements connected through network interfaces. The most interesting type of sensor networks are wireless sensor networks. The nodes here are connected through wireless interfaces. The shared medium between these nodes, creates different challenges. Congestion in such network is inevitable. Different models and methods were proposed to alleviate congestion in wireless sensor networks. This paper presents a semi-cluster directive congestion method that alleviate network congestion for priority-based data transmission. The methods improve the network performance by implementing temporary cluster for low level priority data packets while providing a clear link between high priority data source node and the network base station. Simulation results show that. The proposed method outperformes ad hoc on-demand distance vector (AODV) reactive protocol approach and priority-based congestion control dynamic clustering (PCCDC) a cluster-based method in network energy consumption and control packets overhead during network operation. The proposed method also shows comparative improvements in end-to-end delays versus PCCDC.

1. INTRODUCTION

Wireless sensor networks (WSNs) are a promising solution that has been utilized in a variety of implementations [1], however due to dynamicity, heterogeneity, resource availability, and other factors, determining the best path is more difficult. In contrast to other areas of WSNs, residual energy of sensors in the sink coverage area is drained easily [2]. Sensor nodes are equipped with various type of sensors for different applications [3], [4].Due to the broad spectrum of current and real-world applications [5] in fields such as health sector, outer space, machinery control applications, traffic management, smart house applications, and object detection, wireless sensor networks (WSNs) has been utilized profoundly. A conventional WSN consists of a few sensor nodes dispersed across an area of interest. The area of interest can be of inaccessible environment for maintenance of the sensor nodes [2]. The sensor nodes in an application gather data from the atmosphere and send it to a data connection using single-hop or multi-hop
communication methods [6]. Sensor nodes are operated by batteries, which are normally difficult to recharge or repair in harsh environments [7]. This is the primary limitation in developing and implementing large-scale sensor networks with small energy nodes [4]. These nodes must fulfill the specifications of the particular application, such as being lightweight, inexpensive, and energy efficient, as well as providing the necessary sensors to compute and transmit the event to the base station.

Before WSN can be used in a realistic manner, certain technological problems must be solved [8]-[10]. As a consequence, network architecture must be changed to satisfy the special specifications of sensor nodes. Clustering is a useful approach to manage resources in a WSN [11], [12]. Different startegies have been implemented with focus on clusters positions and election process [13]-[15]. Motivated by the current state of the art in the field of WSNs and clustering routing approaches, this paper proposes a semi-cluster directive congestion alleviation (SCDCA) protocol. The method utilizes clustering as part of its operation to alleviate congestion by utilizing node(s) location from base station and electing specific nodes as temporary base stations.

The aim of the proposed approach is to improve the packet delivery delays of nodes with high priority information over the nodes with lower priorities. The rest of the paper is presented as follow: section 2 Illustrate the literature and the related works that are close to goal of this paper. Section 3 describe the proposed method operation and algorithm. Section 4 describe the simulation software a parameter used for performance measurements. Section 5 discusses the results presented in this paper and finally the conclusions.

2. LITERATURE REVIEW AND RELATED WORK

Cluster-based routing protocols for WSNs has been proposed in the literature [5], [7], [9], [13]. Heinzelman et al. [16] suggested the low-energy adaptive clustering hierarchy (LEACH) protocol, is one of the first implementations of clustering routing protocols in WSNs. the protocol has been used by several subsequent clustering and routing protocols. LEACH's key concept is to rotate cluster heads, distributing the heavy energy consumption for interacting with the BS across all nodes [17]. Another example of cluster-head based protocols is the hybrid energy-efficient distributed clustering (HEED) protocol, a multi-hop clustering protocol that focuses on networks energy-efficiency. Unlike the LEACH protocol, which chooses CHs at random, the HEED protocol chooses cluster-nodes based on energy residue in the node and the cost of the connection in terms of transmission power between the nodes [18].

Congestion alleviation and load balancing [19]-[22] approaches in WSNs has been proposed through the literature. M. E. Bayrakdar [23] proposed a priority based data transmission links for WSNs for IoT applications through the use of unlicensed connection frequencies to alleviate the congestion during network operation. The method requires the nodes to be equipped with specific network interfaces that are calibrated to work on unlicensed freuencies. The authors in [24] proposed CATopology, a congestion avoidance approach for WSNs. The approach utilizes karnough maps to build congestion trees CATree to ensure that the links in the route are congestion free through multi-hops. The authors of the study in [25] introduced the dynamic alternative path selection method a lightweight congestion management and avoidance scheme (DAIPaS). DAIPaS is an easy but efficient scheme for controlling congestion while minimizing overhead. The function of the scheme is based on resource management rather than sending rate control at the source. C. Ma et al. [26] discuss the network congestion in traffic between parent nodes and child nodes in WSNs. To alleviate the effects of network congestion, devised a game theory-based parent-shift procedure that allows child nodes to change their neighbors’ nodes in the route created towards the sink node.

Priority based operation for IoT applications is of importance in the field of congestion avoidance WSNs [27]. The researchers in [7] introduced “priority based congestion control dynamic clustering (PCCDC) protocol”, the main goal of the protocol is allivate network congestion whilst maintaining a competent network life-time. The protocol utilizes mobile cluster nodes that are chosen dynamically by a time slotted queue. The cluster nodes are mobile in the network. Therefore, the approach might increase control packet over-head because the network topology changes based on the node(s) mobility [8]. reliable cluster-based energy-aware routing (RCER) proposed by the researchers in [28] is another example of cluster-based routing in WSNs with focus on increasing network-lifetime whilst maintaining optimum round-time-trip (RTT) for packet delivery. The interesting point of the proposed approach is targeting heterogenous sensor nodes. The main steps of the protocol are: divide the deployment area into sections for the clusters, implementing a route section metric that is based on a node(s) residual energy and link RTT. Table 1 summarizes the related works discussed in this paper. From the related work section, the porposed method will be compared against PCCDC protocol as it focuses on priority link operation and its cluster-head selection operation mechanism.
## Table 1. Related works summary

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Method of operation</th>
<th>Congestion control</th>
<th>Priority data</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEACH</td>
<td>Cluster-based</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>HEED</td>
<td>Cluster-based</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[24] M.E. Barakdar</td>
<td>Licenced and Unlicenced operation spectrum</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>CA Topology [25]</td>
<td>Ad-hoc operation</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>DAIPas [26]</td>
<td>Ad-hoc operation with resource management control</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Game theory-based parent-shift procedure [27]</td>
<td>Clustering with game-theory approach</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>PCCDC [7]</td>
<td>Clustering</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>RCER [28]</td>
<td>Clustering with heterogenous nodes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

## 3. PROPOSED METHOD

The proposed method in this paper utilizes the concept of creating temporary clusters to direct nodes data towards them (Figure 1). There are two tiers of data in the network, high-priority (HP-data) and low-priority (LP-data). The network starts its operation by populating control packets, node info. packet (NIP) in a proactive manner. NIP packet includes the actual location of the node. The location information is used to calculate the distance between the source node and the neighboring nodes. This operation creates a link-list for the neighboring nodes with their actual location. The NIP packets are populated until the nodes have fully created lists of the neighboring nodes.

The nodes then starting route discovery for the base-station of the network. In the event of node having to send a HP-data, the source node sends a short message to the network requesting a clear route to the base station (Figure 2). The base station starts electing temporary cluster nodes in the network as a location for the other nodes with LP-data to send their data packets to. By isolating the network broadcast to clusters, the network congestion alleviated and the node with the HP-data have a clear route to the base station.

The base-station chooses the temporary cluster nodes from the nodes in the network. The temporary cluster nodes are chosen based on HP-data source node location. The base station measures its distance from the source node and chooses the cluster nodes by adding half the distance (or subtracting depending on the location of the source node) to the x-axis of the source node location for the first temporary cluster, and the same value is added (or subtracted depending on the source node location) to the y-axis of the source node (Figure 3).

![Figure 1. Network example](image1)

![Figure 2. HP-Data source node request link to base-station packet delivery process](image2)

![Figure 3. Temporary clusters selection process](image3)
The source node then chooses the route with shortest path to the base-station. The temporary cluster nodes improve the network congestion by promoting themselves as temporary base-station for the nodes with LP-data that are close in location to HP-data source node (Figure 4).

Figure 4. Network virtual layout after setup process

4. SIMULATION SETUP AND PARAMETERS

The Network simulator 2 [29] (NS2 version 2.34) software was used as the software to perform measurements analysis and simulations. The simulations were performed over (11) network scenarios in a deployment area of (1000 x 1000) square meters. Figure 5 below illustrate an example of a network deployment. The proposed method has been compared against AODV protocol [30] to represent a reactive on-demand protocol approach. And compared against PCCDC [7] method to represent protocols with clusters (i.e. LEACH protocol and derivatives). However, PCCDC was also chosen because it promotes priority data transmission to base-station. Table 2 illustrate the simulations parameters used for measuring the performance of the proposed method over the other methods. Every simulation run was repeated for (31) times to achieve a confidence interval of (95%) for the collected results.

Figure 5. Example of sensor nodes deployment layout for (130) nodes

Table 2. Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes for each simulation scenario</td>
<td>30, 50, 70, 90, 110, 130, 150, 170, 190, 210</td>
</tr>
<tr>
<td>Deployment area</td>
<td>1000 x 1000 square meters</td>
</tr>
<tr>
<td>Number of source nodes in each simulation</td>
<td>5</td>
</tr>
<tr>
<td>Transmission range of the node</td>
<td>30 meters</td>
</tr>
<tr>
<td>Reception range of the node</td>
<td>60 meters</td>
</tr>
<tr>
<td>Nodes initial energy</td>
<td>1000 joules</td>
</tr>
<tr>
<td>Propagation model</td>
<td>Two-Ray-Ground</td>
</tr>
<tr>
<td>Simulation period</td>
<td>1000 seconds</td>
</tr>
<tr>
<td>Operation frequency</td>
<td>2.4 GHz</td>
</tr>
<tr>
<td>Data transmission rate</td>
<td>250 Kbs</td>
</tr>
</tbody>
</table>
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5. RESULTS AND DISCUSSION

This section illustrates the results of the performed simulation. Section 5.1 discusses the network energy consumption performance. Section 5.2 discusses the network overall packets overhead. Finally, section 5.3 discusses the proposed method performance in terms of packet delivery end-to-end delays.

5.1. Network energy consumption results

Figure 6 illustrate the network average energy consumption for the proposed method versus AODV reactive protocol and Cluster-head operation protocol. From the figure it shows that the directive-congestion approach performce better than AODV operation and the Cluster-head methods. The method fares better against cluster-based algorithm. AODV energy is due to the high number of generated control packets creating an increase in the energy utilized by the nodes to keep the links from the source to the destination available for the source nodes. Cluster-head algorithm performs better than AODV largely because of the decrease in the generated control packets by the network to maintain the links created between the nodes. However, the directive-congestion method performs better than the cluster-head method because of the decrease in the generated control packets.

![Figure 6. Average energy consumed by the network](image)

5.2. Control packets overhead results

The generation of control packets in a network increases network congestion. Over-hearing in the network also increases the chances of congestion in the network. Figure 7 shows the performance of the directive-congestion method in terms of control packets generation.

![Figure 7. Control packets generated by the network](image)
5.3. End-to-End delay results

Controlling the number of packets generated in the network improves the packet delivery delays from source to destination. Figure 8 illustrate the end-to-end delays results. From the figure, increasing the number of nodes in the network increases the end-to-end delay of the packet. This is due to the increase in general in the number of hops for the created routes from source to base-station. AODV operation requires on-demand the routes are created, propagation of the route discovery packets increases the network congestion. Resulting in higher end-to-end delay in packets versus cluster-head operation and directive-congestion. Cluster-head method creates cluster-heads in a random manner. Directive-congestion control employs temporary base-station nodes rather than clusters. Those nodes are responsible for collecting LP-Data from the nodes whilst leaving the link for the HP-data source node to the destination (the Base-station) clear from congestion created by control packets. Therefore, the proposed method performs better in terms of end-to-end delays against the other compared methods.

![Average End-End Delay](image)

Figure 8. End-to-end packet delays

6. CONCLUSION

This paper has presented a priority-based directive-congestion alleviation method for WSNs. Through simulations the method has performed better than AODV reactive on-demand protocol operation and cluster-based protocol operation in terms of network energy consumption, control packets overhead and packet delivery end-to-end delays. The proposed method can be utilized for applications were priority of data is in consideration to achieve optimal data delivery delays. The main strength point of the proposed method is the implementation of temporary base-station nodes for LP-data. The criteria of choosing temporary base station (BS) nodes are strike a balanced operation over the network. The proposed method operation can be improved by applying different temporary clusters selection methods. A future work for this paper is improve the proposed method to be utilized on mobile-WSNs. Mobility increases the challenges in choosing the temporary BS-Nodes because the network topology might change rapidly based the node(s) mobility characteristics.
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