Classifying clinically actionable genetic mutations using KNN and SVM
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ABSTRACT
Cancer is one of the major causes of death in humans. Early diagnosis of genetic mutations that cause cancer tumor growth leads to personalized medicine to the decease and can save the life of majority of patients. With this aim, Kaggle has conducted a competition to classify clinically actionable gene mutations based on clinical evidence and some other features related to gene mutations. The dataset contains 3321 training data points that can be classified into 9 classes. In this work, an attempt is made to classify these data points using K-nearest neighbors (KNN) and linear support vector machines (SVM) in a multi class environment. As the features are categorical, one hot encoding as well as response coding are applied to make them suitable to the classifiers. The prediction performance is evaluated using log loss and KNN has performed better with a log loss value of 1.10 compared to that of SVM 1.24.
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1. INTRODUCTION
Cancer is one of the leading causes of death in humans. The main cause of cancer is gene mutations within cells. The survival and recovery of a cancer patient highly depends on diagnosing and treating it at an early stage. Personalized treatment for a cancer patient can be designed if the mutations are understood in advance [1]. Though there are advanced treatments for cancer, the understanding of genetic mutations is limited by a large amount of manual work [2]. Memorial Sloan Kettering Cancer (MSKCC) has come up with an expert knowledge base describing the annotations of nine classes of clinically actionable genes. This problem can be modelled as a multi-class classification problem. In the year 2017, MSKCC launched a competition, on Kaggle [3] to facilitate personalized cancer treatment to the patients [4]. The task is to develop classification models utilizing the text in the given medical articles that can predict oncogenicity and mutation effect of the genes specified in the content. In this assessment, it is proposed to understand the data and to examine two classification algorithms on the dataset.

2. PROBLEM STATEMENT
2.1. Problem statement
Given a set of genetic mutations with their associated features, one feature being a long text representing the clinical evidence about the mutation given by an expert, and labelled with one of nine possible class labels, the problem of gene mutation classification is to predict a class label from 1 to 9 for a gene
mutation instance with missing label. As the prediction is not binary, but among 1 to 9, this is a multi-class classification problem.

2.2. Dataset description

The competition launcher [3] provided a separate train and test sets consisting of the genetic information of each instance is spanned over two different files as:
- training_variants (ID, gene, variations, and class): Contains the information about the genetic mutations such as gene, variation and class to which this mutation belongs to.
- training_text (ID, text): Contains a long text describing the clinical evidence that human experts use to classify the genetic mutations.
- Both these data files have a common column called ID through which they can be joined. Similarly, two files for testing with similar information are provided. Genetic mutations are classified into nine different classes. The competition launcher provided a separate train and test sets. An example data point in the training variants is shown in Table 1. There are 3,321 training instances and 5,667 testing instances in the dataset.

<table>
<thead>
<tr>
<th>Table 1. Example data point</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>training_variants (ID, Gene, Variation, Class)</td>
<td>0, FAM58A, Truncating Mutations,1</td>
</tr>
<tr>
<td>training_text (ID,Text)</td>
<td>0</td>
</tr>
</tbody>
</table>

2.3. Exploratory data analysis

Performing exploratory data analysis on dataset helps in understanding the data in depth. The distribution of instances over 9 classes in the training set is shown in Figure 1. From the histogram, Class 7 has highest number of instances containing 28.6% of total training dataset and class 8 with lowest number (0.56%). For a classification task, exploratory data analysis (EDA) further helps in determining which features are useful for the machine learning task.

![Distribution of yi in train data](image)

Figure 1. Distribution of instances over 9 classes

2.4. Evaluation measures

The following evaluation metrics are used in this work.
- Log loss [5], [6]: Log loss metric is commonly used in multi-class classification problems. This metric considers the probabilities of each problem instance belonging to each class and sums up. As the probabilities are closure to the true class membership, the better will be the value of log loss. It is a measure of uncertainty, so a low log loss means a low uncertainty. The ideal value of log loss is 0 for a strong classifier.

In the gene mutation dataset, for each ID in the test set, the classification algorithm must predict a probability for each of the 9 classes a genetic mutation can be classified on. Many of the classification problems evaluate their performance using accuracy. Accuracy can be sometime misleading if the dataset is imbalanced. Confusion matrix gives a better picture where the chosen classification model is performing well and what types of errors it is making.
Confusion matrix: A confusion matrix for a n-class problem will be an n X n matrix, where columns correspond to the predicted class labels and the rows correspond to the actual [7]-[9]. The main diagonal gives the correct predictions. That is, the cases where the actual values and the model predictions are the same. In this problem, the matrix is of size 9 X 9. Each cell [i,j] represents number of points of class i are predicted to belong to class j. The ideal value of confusion matrix C can be

\[
C[i,j] = \begin{cases} 0 & \text{if } i \neq j \\ \text{Number of instances of class i(or j)} & \text{if } i = j \\
\end{cases}
\]

Precision matrix: Precision is the fraction of correctly predicted instances out of total predictions for a given class [8], [9]. Precision is good if cost of wrong belongingness prediction to a class.

Recall matrix: Recall is the capture of correct predictions among total instances belonging to the class [8], [9]. Recall is good if cost of identifying an instance which is a member of the class. If a patient who is cancerous is not predicted, it is a huge loss to the patient.

3. RELATED LITERATURE

Machine learning can aid cancer diagnosis efficiently [10]. Clinical research data related to genetic detail can provide important insights on cancer [11]. Different types of cancers have been classified utilizing the gene expressions in [12]. The articles on biomedical data act as a strong source for the classification of clinically actionable genetic mutations [13].

To utilize the knowledge base available in the form of documents at PubMed database, a competition has been launched at Kaggle in which a dataset of oncogenes, their related mutations with articles. The aim of the competition can be basically viewed as text classification, but it is more challenging than that. Zhang et al., are the runners of the competition and have documented their solution in [14]. The primary problem they have faced in classification is that two genes can have same clinical evidence, with different mutations (class label). Therefore, the authors of [14] felt that text classification alone cannot solve the problem. Zhang et al., performed a novel feature engineering for obtaining three types of features. First being document features derived from clinical evidence documents; second the entity features are derived from mutations and clinical evidence and finally third are name features extracted from mutation, evidence using word embedding model. The authors of [15] apply one hot encoding on genes and their mutations to convert the features to numeric and TF-IDF mechanism to extract features from clinical evidence.

Gangmin et al., [16] use TF-IDF technique to extract text features from clinical evidence data.

The work at [17] uses word embedding techniques and train their model using convolutional neural network (CNN) algorithm to classify cancer literature based on cancer hallmarks. Deep learning algorithms seem to work efficient in this domain. A comprehensive review of deep learning techniques is given in [18]. Errors in such sensitive problems can be very costly. An interesting cost sensitive approach for multi-class problem has been discussed in [19], which penalizes the misclassifications to improve learning in the model. Therefore, there is a strong need of more efficient models in future.


4. PROPOSED APPROACH

Any machine learning task, the approach in this work also follows steps such as performing exploratory data analysis, preprocessing, then training the classification model with train data and then evaluating the performance using performance metric. But feature engineering, preprocessing and classification parameters vary for different datasets. The approach is summarized in Figure 2.

4.1. Pre-processing

The machine learning algorithms that are intended to use in this work require the input and output variables as numeric. Therefore, the categorical features must be encoded to numbers. Two encodings are used in this work: one hot encoding [25] and response coding [26]. In one hot encoding, the feature is represented as a vector of size n if there are n distinct number of categories, with a 1/0 showing presence or absence of that value. Using response coding, a data point is represented as a vector showing the probability
of the data point belonging to a specific class given a category. For a $k$-class classification problem, there will be $k$ new features which embed the probability of the datapoint belonging to each class based on the value of categorical data.

Gene and variation features are one hot encoded and clinical evidence feature is encoded using response coding. Gene and variation features are encoded using one hot encoding to make them suitable for machine learning task. Clinical evidence features, which is a long text contains several stop words, special characters and spaces. In the first step, all these are removed. Later, a vector of distinct words is built along with the count of each word in the instance. Retained only those words which occur more than 3 times and filtered all others. Then created two separate encoded vectors, one using one hot encoding and the other with response coding. Then the vectors are normalized. After the two types of encodings, the number of features is shown in the Table 2.

<table>
<thead>
<tr>
<th>Encoding</th>
<th>Gene</th>
<th>Variation</th>
<th>Clinical Evidence</th>
<th>Total no. of features</th>
</tr>
</thead>
<tbody>
<tr>
<td>One Hot encoding</td>
<td>229</td>
<td>1,960</td>
<td>54,850</td>
<td>57,029</td>
</tr>
<tr>
<td>Response coding</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>27</td>
</tr>
</tbody>
</table>

4.2. Machine learning algorithms
- Random model: In a random Model, we generate the NINE class probabilities randomly such that they sum to 1 for each test data point.
- K-nearest neighbors [27]: Based on the neighbors of the test data point, based on some distance measure. The test data point is assigned to the most common class among the K-nearest neighbors. Picking the value of k is challenge in this algorithm. Hyper parameter tuning will be performed by many which is to test various values for k and fix the best one that gives better prediction accuracy [28]. In this work, different values ranging from 5 to 100 have been experimented, the better log loss value has been obtained for k=15. The hyper parameter tuning has been shown in Figure 3. K-nearest neighbors (KNN) is local method and model need not be built in advance. But it is less susceptible for noise.
- Linear support vector machines (SVM) [29]: A support vector machine for binary classification problem is based on the idea of finding a hyper plane that nest separated the data points belonging to two classes. In a multi class classification problem with n classes, a one vs one approach is used. In this approach, n*(n-1)/2 number of binary classifiers are built for each pair of classes. The target class of the test data point is chosen by majority voting. The regularization parameter is tuned experimented between 0.00001 and 100 and obtained a lower log loss for 0.01. Therefore, a regularization parameter of 0.01 is used in final experimentation. The regularization parameter tuning [30] is shown in Figure 4.

After training a classification model on training data, the performance is to be evaluated on a test set. As it is clearly seen from Figure 1 that class distribution is not balanced. Therefore, stratified sampling is performed on training set to form test as well as cross validation sets to maintain the similar distribution.
5. **RESULTS**

The classification results of log loss evaluation metric for gene mutation dataset are tabulated in Table 3. It can be observed that KNN has shown more prediction accuracy compared to linear SVM in terms of log loss. As already have mentioned, the less the log loss value, better the prediction. The performance of KNN has been doubled compared to random prediction and increased slightly than performance of SVM.

KNN is lazy classifier, and no model needs to be built in advance. It is a local method and works based on nearest neighbors. The training time for SVM is high. The confusion matrix, precision and recall matrices are given in Figures 5 to 7. The diagonal value corresponding to a class in confusion matrix gives the idea about the prediction. The diagonal entry, precision and recall for class 7, 9, 3 and 8 of KNN classifier are given in Table 4.

<table>
<thead>
<tr>
<th>S.No</th>
<th>Classifier</th>
<th>Log Loss</th>
<th>Number of misclassified points</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Random</td>
<td>2.53</td>
<td>2.50</td>
</tr>
<tr>
<td>2</td>
<td>KNN</td>
<td>1.10</td>
<td>0.39</td>
</tr>
<tr>
<td>3</td>
<td>SVM</td>
<td>1.24</td>
<td>0.39</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class</th>
<th>% of Test data points</th>
<th>Diagonal value</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>28.7%</td>
<td>119</td>
<td>0.68</td>
<td>0.77</td>
</tr>
<tr>
<td>9</td>
<td>1%</td>
<td>3</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>2.7%</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0.6%</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

![Figure 3. Hyper parameter tuning for KNN](image)

![Figure 4. Hyper parameter tuning for SVM](image)

![Figure 5. Confusion matrix of KNN classifier](image)
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In the dataset, class 7 is major class with 28% of data points. KNN classifier has acquired a precision value of 0.68 and recall of 0.77 for class 7 indicating that 68% of the data points in the predicted and 77% in actual points correctly. The two classifiers KNN as well as SVM failed in predicting the instances of class 3 and 8 with zero precision and recall. Class 3 and 8 have least number of data points in the dataset. I guess this is because the standard classifiers are designed for balanced datasets. Further investigation is needed for analyzing the prediction accuracy for class 3 and 8. Comparing to class 9 containing 1% of test instances, KNN could obtain an ideal precision of 1 and recall of 0.5. This means, whatever the instances that KNN classified into class 9 are accurate, but it could predict only half the existing instances of class 9. This observation indicates that precision or recall alone cannot be taken into consideration while analyzing.

6. CONCLUSION AND FUTURE WORK

A personalized treatment for cancer can be efficiently designed if the medical experts have the pre information of genetic mutations. Machine learning methods can be effectively used to classify the genetic mutations based on clinically actionable data. In this work, K-nearest neighbors and linear support vector machines are applied on the public dataset available at Kaggle competition. KNN is found to achieve a better classification accuracy over Linear SVM in terms of log loss. In future, it is intended to use the efficient text extraction features like TF-IDF and doc2vec and train the models using ensemble framework. As this...
problem is imbalanced, class balancing mechanisms such as under sampling, over sampling can be used to obtain more accurate results. Deep learning methods seem to work efficient on text processing. In future, we would work on deep learning techniques on the dataset.
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