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ABSTRACT

The brain tumor, the most common and aggressive disease, leads to a very shorter lifespan. Thus, planning treatments is a crucial step in improving a patient's quality of life. In general, several image techniques such as CT, MRI, and ultrasound have been used for assessing tumors in the prostate, breast, lung and brain. Primarily, MRI images are applied to detect tumors in the brain during this work. The enormous amount of data produced by the MRI scan throttles tumor vs. non-tumor manual classification at a particular time. Unfortunately, with a small number of images, it has certain limitations (i.e., precise quantitative measurements). Therefore, an automated classification system is necessary to avoid human mortality. The automatic categorization of brain tumors in the surrounding tumor region is a challenging task concerning space and structural variability. Four deep learning models: AlexNet, VGG16, GoogleNet, and RestNet50, are used in this comparative study to classify brain tumors. Based on accuracy, the results showed that RestNet50 is the best model with an accuracy of 95.8%, while AlexNet has the fast performance with a processing time of only 8.3 msec. In addition, a hardware parallel processing unit (GPU) is employed for real-time purposes, where AlexNet (the fastest model) has a processing time of only 8.3 msec.
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1. INTRODUCTION

The human brain is one of the most complicated and functional units that control the entire human body. Unfortunately, the brain cells under certain conditions got uncontrolled division due to unknown reason creating an abnormal group of cells surrounding or inside human brain named as “tumor” [1]. Therefore, these abnormal cells categorized depending on their initial origin into metastatic brain tumors and primary brain tumors. The primary brain tumors originated from the brain tissue, while the metastatic caused by cells cancerous growth in different places of the human body cells and then expand to the brain. Consequently, both tumor types affect the main brain functionality through damaging the healthy cells [1-2]. Medically, they recognized the brain tumor as a low-grade called “benign” and high-grade named “malignant” [1]. The Benign tumors also termed as (non-cancerous) which is originated from the brain cells with gradual growth and considered to be less aggressive with limit spread to anywhere else in the body. While, the malignant tumors which is considered as cancerous with rapidly growth forming unknown boundaries with high prevalence over all of the human body [3-4].
The patient with a symptom of the brain tumor goes through several biological and radiological tests to diagnose the tumor position and their type. The most common radiology tests used to inspect brain tumors are PET (positron emission tomography), SPECT (single photon emission computed tomography), MRI (magnetic resonance imaging), and CT (computed tomography). Medically proven, the MRI considers as one of the best imaging techniques used for demonstrating the tumor in the identification and treatment stages [3-4]. MR imaging has an advantage over other imaging systems is that it doesn't emanate any unsafe radiation to the human body [3, 5]. Furthermore, the MRI technique provides rich information on the brain tissues structure with high-quality images to visualizing the abnormalities in the brain tissues [5]. The accurate diagnosis with the MRI technique shows all the anatomical information of the human brain that guides to achieve an accurate diagnosis and treatment of the brain tumor.

Currently, many classification approaches are presented to categorize MRI brain images such as K-NN (k-nearest neighbor) neural networks, fuzzy logic, rule-based techniques and SVM (support vector machine) [6-9]. In addition, the deep learning approach (DL), which is a machine learning technique, is used as an efficient technique to classify the brain tumor [4, 2, 10]. Therefore, our contributions are summarized as follows:

a) This paper takes advantage of a deep learning algorithm to perform automatic classification of MRI brain images.

b) The current methodology intends to measure the performance of various deep learning models with different platforms to classify brain tumors.

c) The outline of this paper includes compared by four popular deep learning models, AlexNet, VGG16, GoogleNet, and RestNet50 in term of accuracy and time of processing in different platforms.

2. RELATED WORK

Radiologists investigate the MR slices through visual inspection to distinguish and recognize the available tumor or irregular growth tissues. The huge number of the MRI slices makes the traditional processes with visual inspection interspersed with labor-intensive, costly, and often erroneous. Moreover, in some cases especially when less available information on MRI slices for the influenced region lead to reduce the sensitivity of the human eye during inspections. Therefore, an automated analysis and classification system with use of computer algorithm is essential to diagnose the tumor in MRI brain slices. Automatic MR image classification techniques have been widely investigated during the last decade. Over the years, a number of different classification techniques have been developed using multiple classification approaches and datasets.

Each classification method has its own specific characteristics that researchers capitalize on to advance classification research using a particular dataset [3, 11]. The most common datasets, widely used by the researchers, are summarized as follow: (I) IBSR (internet brain segmentation repository) (10Normals_T1) devoid of brain tumor generated in USA by the massachusetts general hospital, center for morphometric analysis, (II) ISBR (536_T1) contains brain tumor (III) multimodal brain tumor segmentation (BRATS) challenge dataset [11].

In 2010 the study of [12] applied the SVM classifications technique and created a system that able to categorize the MRI brain tumor into either benign or malignant. They used FPGA (field programmable gate array) device for managing the data. On the other hand, multiple phases are proposed for diagnosing the MRI brain tumor, starting with the texture feature extraction that uses for the classifications, followed by the ensemble base classifier and finally the segmentation phase. The implemented methodology was able to detect normal and abnormal MRI brain tumor with an accuracy reached up to 99% [13]. Kharrat, with his colleagues in 2010, proposed automatic MRI brain tumor classifications by implementing the WT (wavelets transform) as input to genetic algorithm (GA) and SVM. Their experimental result achieved a significant rate [14]. One year later, N. Hema Rajini and R. Bhavani in 2011 proposed hybrid classification scheme by merging k-NN and ANN (artificial neural network) algorithms. The proposed technique goes through two stages: the features extracted by applying the DWT (discrete wavelet transform) technique in the first stage. The second stage represents the classification technique. Their classification approach consists of forwarding ANN and k-NN classifiers. The proposed classifiers approach come out with an accuracy of 90%, using FP-ANN classifier, and reaches up to 99% with k-NN classifier.

Later in 2015, improved particle swarm optimization (IPSO) classification approach was introduced by [15]. The study involved a pre-processing technique, which includes image segmentation, feature extraction, and feature selection. Some emendations to the dynamic classifier selection and the dynamic local training were made to form combinations of multi-classifiers for the final decision [16]. Their technique was examined on 20 MRI, from the IBSR dataset, and they showed a sufficient classification result. Chandan Saha and Md. Faisal Hossain, in 2017 used K-Means Clustering, NSCT, and SVM as classifiers to design fully automatic MRI brain tumor classification scheme. The suggested system enhanced the MRI brain images by applying a
median filter. Then, image segmentation was performed with K-means clustering. Subsequently, the classification features were extracted by using NSCT coefficients. Finally, the extracted features are fed to the SVM classifier of MRI brain images as abnormal, if the MRI slice contains tumor otherwise, benign [17]. Basically, most of the previous methodologies share similar process pipeline through implementing same process phases like pre-processing, followed by feature extraction, and finally applying classification techniques. Moreover, different algorithms were applied to improve the MR brain image quality. Later, the feature’s phase that differentiates all the tissues in the MRI brain were extracted. Some of the most common MRI brain features that were used in previous studies include: edge-based, intensity gradients, local image textures, asymmetry-related features, textons, first-order statistical features, multifractal Brownian motion feature, variance intensity, and discrete wavelet transforms DWT features [1-4, 6, 18, 19]. Finally, different classification approach proposed based on the extracted features included neural networks (NN) classifier, SVM classifier, k-NN classifier, self-organizing maps (SOM), machine learning ML and deep learning DL classifiers [1, 2, 4, 6, 9, 15, 17, 18]. Despite several notable contributions, there remain potentially new findings in this area. Many issues related to MRI brain tumor classification, as well as image pre-processing, are being resolved. However, the following key area is worth looking at.

3. OVERVIEW ON DEEP LEARNING

Deep learning technique is an advanced machine-learning algorithm, designed by hierarchically representing the system’s features. The structure of the DL system works as that the top-level features formed by the bottom level features, and the bottom level features able to generate many other top-level features and so on [4]. Practically proven that the obtained results from the DL technique are higher performance than that of the other machine learning algorithms, especially when applied for large dataset [20]. The DL technique considers closest to mimics the human brain functionalities [21]. In the recent studies, the invention of deep learning techniques rapidly expands the use of artificial intelligence in pattern recognition, image segmentation, and classifications [22-24]. On the other hand, Gatys and his colleagues implemented the deep learning algorithm in Artistic Style to generate images with different styles [25].

The convolutional neural networks (CNNs), which considered as a well-known architecture of DL, were able to perform complex processes with the help of the convolution filter. The data in CNN's were processed as multiple arrays; for example, the array of 3×2D represents the values of different pixel intensities in a grey-scale image. The CNNs are able to use the properties of the natural signals through four ways, which include pooling, local connections, shared weights, and utilization of different layers [4]. Graphically, Figure 1 describes the CNNs architecture, where at the beginning, only two layers are created termed as convolutional and pooling layers. The elements within the first layer organized as feature maps, each element linked to the nearby fixes of the feature maps from the previous layers through weights. All the components in the feature map share a comparative channel bank, while different feature maps inside the layer utilize distinctive channel banks. From Figure 1, clearly seen there are two objectives of using this architecture. First, investigating the local area through their values and easily detecting the related units. Second, invariability of the local statistical analysis values. From the mentioned objectives, if the detected motifs from a part of an image, then it may present elsewhere on the same image and sharing the same weights. The convolution layer identifies the local pattern of the feature based on the previous layer while the pooling layer merges of similar features into a single feature.

![Figure 1. Image classification based on the CNN](image)

In the study of Chen et al. [26], CNN's method was applied for facial classification based on edge detection. In the beginning, the raw pixels are presented in the layer1 of CNNs to identify the edges. The simple shape detection and the high-level feature recognition were performed on layer two based on the information
obtained from layer 1. Lastly, these high-level features are used in the final layer to classify the facial feature. Generally, the CNNs consist of many layers named as hidden, output, and input layers. The hidden layers might conventional layer, pooling layer, or completely connected. The procedures and functionalities of these layers will describe in the next section.

3.1. Convolutional layer
The convolutional layer is an essential part of CNN, which is operated by using the convolution operation as input and then pass the output to the consequent layer. The convolutional layer consists of many filters that take the same size and dimension of the input image. In addition, local connectivity and parameter sharing are two concepts used to reduce the number of model parameters. In the local connectivity concept, the whole neurons in the feature map are associated with the local neuronal patch of the earlier layer. While, in the parameter sharing concept, the neurons in the feature map were having similar parameters, that made all the neurons in the feature map scan for the same features of the earlier layers at different areas of the image. Hence, the variety of the feature map enables it to identify the edges at many locations within the image. The neuronal activity of the convolutional layer is calculated using a discrete convolution filter [27].

The size of the output is measured using the 3D array termed as zero padding, stride, and depth. The depth shows the quantity of filters that were applied, such as filters used for detecting blobs, corners, and edges. The stride indicates, the quantity of pixels went through the filter during sliding over an image. Lastly, zero padding denotes the filling of 0s around an input image's boundary for keeping its size.

3.2. Rectified linear units (ReLU) layer
The convolutional layer directly followed by a nonlinear layer or an activation layer [28]. This layer presents nonlinearity to a system that computes the linear processes in the convolutional layers. The ReLU layers proven an efficient performance due to the network could be trained quickly, without influence its accuracy. The ReLU layer used f(x) = max (0, x) function to input values. Thus, this layer able to increase the negative values to 0 [29]. Furthermore, the ReLU increased the nonlinear properties of the used model for all networks, without any effect on the receptive fields in the convolution.

3.3. Pooling layers
The pooling layer diminishes the information size and accepts the multi-scale analysis. The standard pooling processes include the max pooling and the average pooling. These processes are employed for calculating the maximal or the average values in the local area of the image. In the pooling layer, 2×2 filters are used to calculate the maximum value [27, 30].

3.4. Fully-connected layers
The last pooling layer is connected to one or many fully connected layers. This layer considers as hyper-parameters, like the number of feature maps, number of convolutional layers, and used dataset [26, 27]. The connection between the fully connected layer and the earlier layer is through the neurons. Furthermore, these layers are utilized as the last system layer. These fully connected layers are used as the final network layer, and are concerned within the classification processes, as shown in Figure 1. CNNs are heavy task and required high computational tools to handle them such as GPUs [31-34] and FPGA [23, 35-37].

4. METHODOLOGY
4.1. The types of CNN architecture
Numerous sorts of CNN design are created over the recent couple of years. The mostly well-known CNNs are [38]:

- a) LeNet-5 is one of the easiest systems to use. It has two convolutional layers and three fully connected ones. The average-pooling layer was considered as the sub-sampling layer and had a trainable weight. This design has about 60,000 parameters.
- b) AlexNet. It is the first successful computer vision CNN. The name comes from Alex Krizhevsky, the main producer. The other two Alex team members are Geoff Hinton and Ilya Sutskever. The ImageNet ILSVRC was questioned in 2012. AlexNet achieved an error of 16%, which is much better than 26% error of the second-best. AlexNet is the best. It is bigger and deeper, still the same as the LeNet. Furthermore, the featured CONV layers are packed upside down, whereas in LeNet, just single CONV layer is preceded by the pooling layer [39].
- c) VGGNet. Karen Simonyan and Andrew Zisserman produced the VGGNet. In the 2014 ILSVRC, it got the second strongest winner. It has revealed that the network depth is a vital component of high-quality results. The absolute highest possible VGGNet has sixteen CONV/FC layers with appealing functionality
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of an extremely reliable design. It just performs 3x3 convolutions and 2x2 pooling throughout the entire process. The key weakness of VGGNet is that its measurement is too costly. It also requires large parameters and memory (140M). And, in the first fully-connected row, a large number of parameters are found. Nevertheless, it was noted that the efficiency of the network is not impacted by the elimination of these fully connected layers [40]. Thus, it is significant to decrease the number of the required parameters.

d) GoogLeNet.: Szegedy et al., from Google developed the GoogLeNet, which was the winner of the 2014 ILSVRC. The key benefit is to make the reduction of network variables (4M) relative to AlexNet’s 60M by designing the Inception Module. A further function of GoogLeNet is the average pooling. It is employed to decrease a huge range of parameters.

e) ResNet. It was created by Kaiming He et al. The extensive use of batch normalization and the unique skip links are the main features of ResNet. Furthermore, the design of the network requires the fully connected layers as the final stage of the network. At current, ResNets is far away from CNN models [41].

5. EXPERIMENTAL RESULT AND DISCUSSION

The four deep learning models (AlexNet, VGG-16, GoogleNet, and ResNet) are implemented in MATLAB2019a on laptop having specification of 32 gigabyte RAM and Intel Core i7 H-Series CPUs (6-Core, 9MB Cache, up to 3.9GHz w/ Turbo Boost).

5.1. Dataset and pre-processing

The dataset was collected from different online available resources [42-44]. Three thousand MRI brain tumor images were selected to train the models in two classes: normal and abnormal. The dataset has two folders: yes and no, which includes 3000 images from Brain MRI. The folder yes contains 1800 tumorous (malignant) Brain MRI images, and the folder no contains 1200 non-tumorous (benign) Brain MRI images. This means that 60 percent of the data (1800 images) are positive examples, and 40 percent (1200 images) are negative ones.

5.2. Data preprocessing

The following pre-processing procedures have been used for each image:

a) Resizing the separated brain image to the form (240, 240, 3), because the data set has images in different dimensions (width, height, number of channels). All images should have the same shape as a CNN input.

b) Normalizing the images into a scale to 0–1-pixel values.

c) Separating the brain area from the image, which represents the area of importance and interest.

d) Resizing the separated brain image to the form (240, 240, 3), because the data set has images in different dimensions (width, height, number of channels). All images should have the same shape as a CNN input.

e) Normalizing the images into a scale to 0–1-pixel values.

5.3. Data categorize

Dataset was divided into three groups for training (80%), validating (10%), and testing (10%).

5.4. Deep learning models

In deep learning networks, the recent commonly used models are AlexNet, VGG16, GoogleLeNet, and ResNet50. These models are employed in this comparative study to classify brain tumors into normal or abnormal. Herein, we tried to compare with four deep learning models in terms of accuracy and time of processing to obtain the best model. The aim of our study is for comparison among AlexNet, VGG16, GoogleNet, and RestNet50. As shown in Figure 2, we took a different MRI brain scan to classify the images into normal and abnormal classes. It is worth mentioning the training cycle has 50 epochs with 1000 iterations and 0.0003 learning rate. The outcomes indicate that the ResNet model has the best performance among the others with an accuracy of 95.8%. In contrast, the AlexNet model has the lowest accuracy of 82.7%.

The second parameter used for comparison is the processing (executing) time, as clarified in Tabel 1. The AlexNet is the fastest one with a processing time of 1.2 seconds, while the slowest model is ResNet with a processing time of 1.9 seconds. The results clearly show that the first parameter (accuracy) behavior is directly proportional with the second parameter (processing time). It means that when the accuracy increases (i.e. more accurate), the processing time also increases (i.e. slow performance). However, to boost the processing time further to be suitable for real-time purposes, a hardware parallel unit named GPU (graphical processing unit) is replaced the general-purpose unit called CPU (central processing unit). This hardware enhances the processing time by more than one hundred times. The AlexNet processing time becomes 8.3 msec (i.e. it is 144 times faster), and the ResNet processing time becomes 29.9 msec (i.e. it is 63 times faster). Table 1 shown the accuracy percentage of CNN models. ResNet has the best percentage because as the depthness increases, the network precision is also increasing, so long as it takes care of over-fitting.

---
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Figure 2. MRI images for (A) AlexNet model, (B) VGG-16 model, (C) GoogleNet model, (D) ResNet model

Table 1. Comparison between different models of deep learning

<table>
<thead>
<tr>
<th>Name of Models</th>
<th>Accuracy</th>
<th>Training time</th>
<th>Testing Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>GPU</td>
<td>CPU</td>
</tr>
<tr>
<td>AlexNet</td>
<td>82.7</td>
<td>11 min</td>
<td>75 min</td>
</tr>
<tr>
<td>VGG16</td>
<td>86.4</td>
<td>24 min</td>
<td>93 min</td>
</tr>
<tr>
<td>GoogleNet</td>
<td>91</td>
<td>35 min</td>
<td>117 min</td>
</tr>
<tr>
<td>ResNet</td>
<td>95.8</td>
<td>40 min</td>
<td>165 min</td>
</tr>
</tbody>
</table>

6. CONCLUSION

The main objectives of this study are to compare performance of four commonly used deep learning models in terms of accuracy and processing time in order to obtain the best model. These models are AlexNet, VGG16, GoogleNet, and RestNet50. The findings of the study showed that ResNet has the highest accuracy, but it is the slowest one. In contrast, AlexNet is the fastest model, but with the lowest accuracy. However, as the depth of the model increases, the accuracy of the network improves; as long as, it takes into account the overfitting issue. Such models are training and testing on general-purpose processor (CPU). The processing time ranged between 1.2 to 1.9 seconds. A hardware parallel unit (GPU) is employed to accelerate the model performance. The boosted performance is ranged from 63 to 144 times. Thus, these models become more appropriate for real-time purposes.
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