Robust watermarking scheme based LWT and SVD using artificial bee colony optimization
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ABSTRACT
This paper proposes a watermarking method for grayscale images, in which lifting wavelet transform and singular value decomposition are exploited based on multi-objective artificial bee colony optimization to produce a robust watermarking method. Furthermore, for increasing security encryption of the watermark is done prior to the embedding operation. In the proposed scheme, the actual image is altered to four sub-band over three levels of lifting wavelet transform then the singular value of the watermark image is embedded to the singular value of LH sub-band of the transformed original image. In the embedding operation, multiple scaling factors are utilized on behalf of the single scaling element to get the maximum probable robustness without changing watermark lucidity. Multi-objective artificial bee colony optimization is utilized for the determination of the optimal values for multiple scaling components, which are examined against various types of attacks. For making the proposed scheme more secure, the watermark is encrypted chaotically by logistic chaotic encryption before embedding it to the host (original) image. The experimental results show excellent imperceptibility and good resiliency against a wide range of image processing attacks.
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1. INTRODUCTION
The organization of determining copyright ownership and proving the novelty of digital content are widely required for the audio, video, and multimedia creations as they were swiftly disseminated over the rapid dissemination system such as the internet and satellite. Because they can be so easily modified, copied and illegally attacked by anyone, new technology is needed to secure them. Digital watermarking is one of the most common and efficient approaches that is considered as an instrument for providing the copyright defense of digital content and has been proposed as a valid solution for this problem [1-4]. The watermarking is based on embedding a signature or more information into the host signal for identifying the copyright ownership [5-8]. Digital watermarking conceals the copyright data into the digital data via an algorithm. The hidden particulars to be embedded can be some words, writer’s serial digits, organization logo, photos containing exceptional influence. These secret details are embedded in digital information (images, audio, and video) to uphold the security, data authentication, identification of possessor and copyright defense [9-13]. The image that is required to be embedded is called a watermark image and the image which carries the watermark is called host or original image. Watermarked image is a combination of original and watermark image which is obtained from watermarking process [14] as displayed in Figure 1.
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The watermarking process have some requirements, the more important are: robustness, imperceptibility, and transparency [1]. Robustness is the strength of the watermarking system against hacker’s attacks or usual image processing activities like cropping, noise, rotation, and compression. One of the most significant determinants for assessing the operation of the watermarking algorithm is the imperceptibility of watermark that is established by the Peak Signal to Noise Ratio (PSNR). It means the perceptual difference linking the watermarked and the actual records should be insignificant to the human eye [9]. Furthermore, to achieve transparency, the quality of the watermark and actual reflection should not be affected by the watermarking process [15]. Digital watermarking is applicable in the spatial and transform spheres for the achievement of robustness and imperceptibility. In spatial domain procedures, the watermark is embedded straight to the pixel area; making implementation easier but lacks robustness. While in transform domain procedures to coefficients then fix watermark into it. Then, to obtain embedded image inverse transform is applied. It possesses further robustness, fewer command of endless quality and mostly is acceptable for copyright application. The most regularly utilized methods are Discrete Cosine Transform (DCT) domain [16], Discrete Wavelet Transform (DWT) [17], Singular Value Decomposition (SVD) [18] and Lifting Wavelet Transform (LWT) [19, 20]. Transforming domain techniques are currently more extensive due to now come into more widely used as they always have good robustness to common image processing. While these procedures entail embedding the watermark in the host’s transform domain, in comparison to spatial, their sophistication, robustness, and popularity are high [21]. The lifting method is a procedure for establishing both the wavelets and performing the DWT. There is value in merging the procedure and designing of the wavelet filters while executing the wavelet transform, hereafter referred to as the second generation wavelet transform. The procedure was instituted by Wim Sweldens [22].

The LWT has special advantages over the traditional first-generation wavelets [22]. Furthermore, the SVD is suitable for watermarking since slight change in singular value doesn’t influence the quality of the image [18]. Using LWT combined with SVD leads to simplification of watermark recovery, enhances the robustness of the watermark and spreads the watermark throughout the spectrum [19]. Generally, the watermark can be balanced by a Scaling Factor (SF) utilized to manage the sturdiness of the watermark. For some SVD-based researches, the scaling factor is constant. Nevertheless, arguments imply that the consideration of a sole and stable scaling factor is inapplicable [23]. The execution of the watermarking activity is highly dependent on adopting a proper SF. A higher SF implies high-quality distortion of the host image (transparency) and the powerful the robustness. Even so, a lower SF translates to enhanced image quality and the weaker the robustness [24]. The incorporation of Multiple Scaling Factors (MSF) rather than a Single Scaling Factor (SSF) has higher applicability for modifying all the pixel estimates of the actual picture [25]. For watermarking, the determination of MSFs estimates is a difficult problem which is optimization problem. Multi-Objective Artificial Bee Colony (MOABC) algorithm can be used to provide a solution to such a problem. The algorithm replicates the intelligent foraging character of honeybee swarms. It is a very straightforward, robust and population-based stochastic optimization algorithm [26].

2. LITERATURE REVIEW

In 2009 Khaled Loukhaoukha and Jean-Yves Chouinard [27], suggested hybrid robust digital watermarking technique depending on SVD and LWT. In this algorithm the cover picture is transformed using 2-level LWT, a sub-band is selected, and inverse lifting is performed to that subband. Then, the singular estimate of watermark image is embedded to singular estimate of that sub-band, at the end the image is reconstructed. The proposed method improves the operation of the watermarking algorithm established on the joint LWT and SVD and shows that the imperceptibility is provided as well as greater robustness against common signal processing. In 2011 Khaled Loukhaoukha et. al. [25], presented a robust watermarking algorithm established on LWT and SVD using MSFs optimized by multi-objective ant colony optimization (MOACO). The singular estimates of the binary watermark are embedded in a detail sub-band of host picture. For gaining the top probable robustness minus dropping watermark transparency, MSF is utilized as an alternative for SSF. Establishing the optimal estimates of the MSF is done by using MOACO. This
watermarking scheme surpasses SSF watermarking procedures in relation to imperceptibility and robustness. Also, the problem of incorrect certain detections which influences most SVD-watermarking algorithms is settled by one-way hash functions and watermark encryption. In 2012 Kushma G. Kejgir and Manesh Kokare [9], proposed a watermarking procedure based on LWT and SVD. In this method, the original image is transformed using LWT into sub-bands. Intensities of sub-bands are compared to the computed “Q-value”, the sub-band possessing energy higher in comparison to the calculated “Q-value” is chosen for watermark embedding. SVD matrix is obtained for this sub-band and utilized to embed the gray level digital signature as a watermark. The results of this technique show advantages over techniques that use DWT instead of LWT. In 2012 Yongchang Chen and et. al.[21], proposed a watermarking scheme established on SVD and DWT with an artificial bee colony algorithm (ABC). In this scheme the similarity measure of U-matrix for ownership is checked to solve the problem of false position detection. To obtain the greatest feasible robustness without dropping the transparency, an adaptive scaling factor is obtained by the ABC algorithm.

2.1. Wavelets and lifting scheme

Wavelet transform (WT) is one of the most popular frequency domain examples [22,23]. Wavelet transform has been widely studied in many aspects of image processing [24]. Wavelets are a flexible instrument for portraying common functions or data sets. They can be thought of as data establishing blocks. They have an essential trait of enabling effective representations that can be calculated with speed. That means they have the capability to quickly seize the data set extracts using minimal coefficients. This is as a result of the correlation available in many data sets both in time and frequency [25]. The lifting method is a popular procedure used in biorthogonal wavelets. It is a simple but quite powerful tool for the construction of second-generation and allows for the efficient implementation of integer wavelet transforms [25]. It is not only restricted to one-dimensional signals; it can also be used for two-dimensional signals [28]. The lifting procedure is a method for not only scheming wavelets but also doing wavelet transform. The forward lifting technique splits the provided data set being handled into even half and odd half [9]. It is important to link the phases and device the wavelet filters during wavelet modification, referred to as “second-generation wavelet transform”.

The discrete wavelet transform uses many filters distinctly to the same signal. On the contrary, the signal is split like a zipper and further several convolution-accumulate processes are utilized for the lifting scheme [29]. The lifting scheme is an efficient implementation of a wavelet transform algorithm. The initial development of this technique was for enhancement of the wavelet transform but later expansion was made to a generic technique to establish the so-called second-generation wavelets (that are wavelets that do not automatically utilize similar function prototype at various levels). There are greater flexibility and much power to the second-generation wavelets in comparison to the first-generation wavelets. The lifting scheme is an application of the filtering procedures at every phase [30]. The most noticeable advantages of lifting schemes are simple structure, reduction of distortion and aliasing effects, fast and in-place computation of wavelet transform, that is there is no need for additional auxiliary memory [25]; Therefore, it is widely utilized in signal processing. A classic lifting phase entails three procedures, namely a split, a predict, and an update operation. Forward lifting and inverse lifting stages are exhibited in Figure 1 and Figure 2, separately.

![Figure 2. Lifting scheme forward wavelet transform](image-url)
In lifting wavelet transform shown in Figure 3, the signal or image is split into two separate sets the first is called even samples and the second is called odd sample establishing two vertical halves (L-band H-band separately) [29]. Then the predicate step is applied to get detail coefficients and these coefficients are used in the update step to get approximate coefficients. The process of decomposition into four bands of data, which are approximation coefficients matrix (LL) and detail coefficients matrices HL, LH, HH Figure 4(a). The decompositions are replicated on the estimation coefficients up to a level Figures 4(b) and 4(c). Suitability of the wavelet transform is not possible for pictures containing vast differences because of lack of detail decomposition the high levels with further description by the small-scale wavelet coefficients.

Figure 3. Inverse lifting scheme wavelet transform
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Figure 4. An image decomposition over three level
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Generally, the concentration of much of the picture energy is at the low-frequency sub-bands LL degrading the picture remarkably. Enhancement of robustness is possible via hiding in the low-frequency sub-bands [15]. Several wavelet-domain watermarking procedures entail embedding of the watermark into the middle-frequency sub-bands coefficients for two rationalities: first, low-frequency components possess greater effects on the image quality in comparison to the middle and high-frequency elements; two, high-frequency elements are easily eliminated after low pass filtering [31].

3. SINGULAR VALUE DECOMPOSITION

A single value of image decomposition is considered as a general linear algebra, where a given matrix means the image, in this case, is diagonalized such that its single energy is localized in a few of single values mostly. Being among the most powerful analysis techniques of linear algebra, SVD contains stability and effectiveness for splitting the structure into a collection of linearly independent constituents, every one of them containing individual energy presentation [32], it packs maximum signal energy into, as possible, minimal coefficients. SVD has been substantiated to be an efficient instrument for signal processing techniques like image coding, signal enhancement, and image filtering. In watermarking, SVD is widely used because of the advantage it states to hide the watermark effectively when changes occur in large singular values [33]. Every actual matrix M can be decomposed by SVD into a product of 3 matrices [21] as shown in Figure 5.
Where Matrix $U$ is an $p \times p$ orthogonal matrix,

$$U = [ u_1, u_2, \ldots, u_r, u_{r+1}, \ldots, u_p ]$$

Column vectors $u_i$, for $i = 1, 2, \ldots, p$, form an orthonormal set:

$$u_i^T u_j = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{if } i \neq j \end{cases}$$  \hspace{1cm} (1)$$

Where Matrix $V$ is an $q \times q$ orthogonal matrix,

$$V = [ v_1, v_2, \ldots, v_r, v_{r+1}, \ldots, v_q ]$$

Column vectors $v_i$, for $i = 1, 2, \ldots, q$, form an orthonormal set:

$$v_i^T v_j = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{if } i \neq j \end{cases}$$  \hspace{1cm} (2)$$

$S$ is an $p \times q$ diagonal matrix with singular values (SV) on the diagonal. The matrix $S$ can be shown as in follow:

$$S = \begin{bmatrix} \sigma_1 & 0 & \cdots & 0 & 0 & \cdots & 0 \\ 0 & \sigma_2 & \cdots & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \sigma_r & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & \sigma_{r+1} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 & 0 & \cdots & \sigma_q \end{bmatrix}$$

$$S = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_q) \text{satisfies } \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r \geq \sigma_{r+1} \cdots \geq \sigma_q \geq 0 \hspace{1cm} (3)$$

The diagonal items of $S$ are termed as the singular values of $M$, the column vectors of $U$ are termed as the left singular vectors of $M$, and $V$ is referred to as the right singular vectors of $M$. Every singular value details the luminance (brightness) of a picture layer with the equivalent set of singular vectors indicating the geometry of the picture layer [21].

During image transformation using SVD, compression does not take place, rather the details occupy a form where the initial singular value has a higher quantity of the image details. This entails utilization of minimal singular values to show the image with less contrast in comparison to the actual [24]. Many SVD characteristics are very significant for pictures like; its greatest energy packing, resolving of the least-squares issue, calculating pseudo-inverse of a matrix and multivariate analysis [32].

Some attracted attention properties that influence watermarking are mentioned below:

a) Few singular values (SVs) can constitute a large section of signal energy [23].

b) The SVs of an image possesses great stability, that is, with little addition of perturbation to a picture, there is no significant alteration to its Singular values [34]. In other words, little variations of singular values have no notable influence on the quality of the cover picture.

c) The largest of the modified SVs against signal processing attacks change very little, because of perfect noise immunity of the SVs [35].
3.1. Artificial bee colony (ABC)

By Dervis Karaboga in 2005 the ABC algorithm is among the many current explained, prompted by the clever character of honey bees [36]. It is easy like both algorithms Particle Swarm Optimization (PSO) and Differential Evolution (DE) and utilizes usual control variables like the size of colony and maximum number of cycles. ABC as an optimization instrument supplies a population-based search technique where individuals termed as locations are altered by the artificial bees with time and the bee’s project in discovering the food source areas with more nectar amount and lastly the one with the greatest nectar [37-45] Karaboga [36] suggested the ABC algorithm prompted by this foraging character of honeybees. This algorithm considers an area that provides food considered as a candidate outcome for the problem of optimization and the outcome of the fitness is constituted by the quantity of nectar in the food origin. Comparable to the real bee colony is the artificial bees comprising of employed bees, Onlookers and scouts. In ABC, employed bees cover half of the population while the other half are onlookers. The assumption is that the quantity of food origin is equal to the number of employed bees. After abandoning a food origin, the employed bee of that food origin becomes a scout and performs a random search.

As it’s described in [45], The algorithm generally outperformed other techniques (SIMPSA, NE SIMPSA, GA, ANTS) that were compared with it in relation to how fast optimization and accuracy the results can be established. The ABC algorithm is so easy in comparison with other prevailing swarm-based algorithms. Hence, W.Zou and et. al. [26] developed ABC to handle multi-objective optimization issues. In this algorithm, all solutions are food source areas like all bees are considered as onlooker bees, with no employed bees and scouts.

In MOABC an external archive is utilized to store past vectors found along the search procedure. In every generation, each observer randomly selects a food origin from an outer log, proceeds to the food origin place, and selects a current food origin. In the initialization phase after producing food source positions randomly, the fitness of these positions is evaluated and are stored in external archive EA. In the onlooker bees’ phase, a detailed learning procedure is utilized for the production of new solution vi. Every bee xi haphazardly selects m dimensions and discovers from an infusion that is haphazardly chosen from EA. The production of the current infusion is by utilizing the succeeding expression:

\[ v_{ij} = x_{if_m} + \Phi(m)(E_{A_k} f_m - x_{i,m}) \] (4)

where k ϵ (1,2,...,p) is index selection randomly, p represents the solutions number in the EA. f_m indicates random permutation of first integer numbers 1: n, and f(m) represents which dimension of x_i’s should learn from E_{A_k}. As dissent to Φij in original ABC technique, Φij generate random numbers where all numbers are between [0,2]. This modification makes the potential search space around E_{A_k}. After generating a new solution, the fitness is calculated then the mechanism of greedy chosen is applied to determine which solution should enter EA. After each generation, where the allocated size of EA has been exceeded by the number of solutions, congesting distance is utilized to omit the crowded members. Sorting population in the external archive from the function value of each objective in ascending order is needed to compute the crowding distance. After that, the function of each objective, solutions of the boundary with function values (smallest and largest) are employed as infinite values of distance. However, all other solutions (intermediate) are employed as a value of distance equal to the absolute normalized various in the function values of two neighboring solutions. The process of this computation is persistent with functions from other objectives. Overall, the value of crowding distance is computed as a summation of individual distance values corresponding to the values of each objective. The function of each objective is normalized before computing the crowding distance [31, 46].

4. PROPOSED SCHEME

In general, reconstruction of images by lifting wavelet transform is good compared with other general wavelet transforms, because it confirms smoothness ad reduce aliasing effects. Using LWT increases the robustness of embedded watermark in cover image, reduces loss of information and helps to recover watermark. About SVD, it’s stability and effectiveness enable splitting the system into a pair of linearly independent elements. So, watermarking scheme based on SVD is advantageous since slight modifications in the singular values lacks significant effect on the quality of image. Therefore, the proposed scheme combines the properties of both LWT and SVD.

This scheme uses LWT to decompose the object image into four sub-bands (LL, LH, HL, HH). Generally, most of the energy of image is focused on the lower frequency sub-band LL, and the high-frequency sub-band HH incorporates the edges and textures of the image where easily can be removed by low pass filter. However, the middle-frequency sub-band LH and HL are most suitable for embedding.
watermark into. So after decomposing the cover image (I) into 3-level LWT, one of the middle frequency sub-bands (LH) is selected to embed the watermark into it by adding its singular value with singular value of the watermark multiplied by MSFs, as shown in flowchart 1. Furthermore, determining the MSFs values is complex problem which can be shown as optimization problem which is solved using MOABC. To increase the security of the proposed system, before the hiding process, the original watermark is encrypted by using the chaotic map, as shown in Figure 6.

The watermark extraction procedure is an inverse of the embedding technique. Because the proposed watermark scheme is a not-blind extraction strategy, the extraction process needs information on the original image. In addition, the extracted watermark is chaotically encrypted, so it must be decrypted chaotically to get the watermark image, as shown in Figure 7.

![Flowchart of embedding process](image)

The proposed scheme uses MSF instead of SSF to improve visual quality and to enhance the robustness of the watermarking scheme. The determination of the optimal values for MSFs of watermarking can be viewed as an optimization problem, therefore MOABC optimization algorithm is used.

In MOABC there are only onlooker bees, the algorithm steps are illustrated as follow.

a) **Step 1**: Initialize the food source positions $x_i$ randomly where $x_i = \{ x_{i1}, x_{i2}, \ldots, x_{iD} \}$ and $i=1,2,\ldots,NS$.
   Where NS is the number of solutions.

b) **Step 2**: Evaluate the fitness of initialized solutions.

c) **Step 3**: Store the infusions in the outside archive EA.

d) **Step 4**: For every onlooker bee $x_i$.
   Haphazardly choose a solution $k$ from EA, where $k \neq i$.
   Create a new infusion $v_i$ by using expression (4)
   Calculate the fitness of the new solution.
   Employ a greedy selection
   End for

e) **Step 5**: Evaluate the fitness of EA

f) **Step 6**: If the sum of infusions in EA surpass NS, employ crowding distance to dismiss crowded populace depending on fitness.

g) **Step 7**: Find the best bee in EA, the one having smallest fitness.
To make the proposed scheme achieve the highest transparency and robustness under various types of attacks, the evaluation of fitness function should be progressed in such a way to present MSFs which have more resistance against attacks. If the original cover image has been introduced as I, the watermarked image as Iw and the watermark as W, then the evaluation of the fitness function of MSFs (α) can be illustrated in the following instruction:

1) Produce the watermarked image Iw by embedding the watermark W to the cover image I, using the embedding process.
2) Calculate the normalized correlation between I and Iw, i.e. NC (I, Iw)
3) Extract watermark W' from the watermarked image using the extraction process.
4) Calculate the normalized correlation between W and W', i.e. NC(W, W')
5) Apply T watermark attacks upon the watermarked image Iw to create T attacked watermarked image Îw.
6) By using the extraction procedure, separate the watermarks Wi from the attacked watermarked images Iw. Where i={1,2,....,T}.
7) Calculate the normalized correlation between original watermark W and the set of extracted watermarks from attacked watermarked images.
8) Construct a vector of fitness values, defined as:

\[ F(\alpha) = \begin{bmatrix} \frac{1}{NC(I,Iw)} & \frac{1}{NC(W,W')} & \cdots \frac{1}{NC(W,W_i)} \end{bmatrix} \]

9) Evaluate the vector of fitness values according to the exponentially weighted method for multi-objective optimization:

\[ F(\alpha) = \begin{bmatrix} \frac{1}{NC(I,Iw)} & \frac{1}{NC(W,W')} & \cdots \frac{1}{NC(W,W_i)} \end{bmatrix} \]
Where \( w, p, F_0 \) are positive constants. In experiments, the best results have been found when \( w = 2, p = 3, F_0 = 5 \).

5. EXPERIMENTAL RESULTS

This section presents and explores the outcomes of the proposed scheme, which are a succession of experiments that were applied to evaluate the operation of MOABC for finding the best multiple scaling factors. In the experimental results six grayscale images with size 512x512 with three formats (JPG, BMP, TIFF) are utilized as original (host) images and the watermark image is a 64x64 binary (black and white) image as shown in Figure 8 and Figure 9, respectively. To illustrate the effectiveness of the proposed scheme, the PSNR is used to estimate the imperceptibility between the watermarked image and original image, while the NC is used to find out the similarity of the original watermark and extracted watermark. The robustness of the proposed scheme is proved by applying varied types of image processing attacks on watermarked images then extracting the watermark from them.

![Figure 8. Samples of utilized original images](image1)

![Figure 9. Binary image](image2)

In Table 1, the peak signal to noise ratios between the actual and the watermarked images, PSNR (I, IW), and the normalized correlation between the watermark and extracted watermark, NC(W,W) are shown. For examination of the robustness of the suggested scheme, the watermarked image was attacked by 12 different types of attacks incorporation into MOABC based watermarking (i.e. \( T = 10 \)). The applied attacks are adding noise (salt & pepper, speckle, Poisson and gaussian), cropping, sharpening, scaling, histogram equalization, quantization, and Gaussian filtering. In Table 2 the results of the tests for all six images are shown in detail after applying attacks. For the comparison reason, results of the algorithm in [15] are used, which is also a multi-objective based watermarking algorithm that uses multi-objective ant colony optimization to find the best values for MSFs. The same original images and same watermarks are used with the same size. Table 3 shows the comparison outcomes connecting them.

<table>
<thead>
<tr>
<th>Images</th>
<th>PSNR</th>
<th>NC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>53.5755</td>
<td>1.0000</td>
</tr>
<tr>
<td>Baboon</td>
<td>52.7260</td>
<td>1.0000</td>
</tr>
<tr>
<td>Cameraman</td>
<td>53.0909</td>
<td>1.0000</td>
</tr>
<tr>
<td>Boat</td>
<td>53.2531</td>
<td>1.0000</td>
</tr>
<tr>
<td>Peppers</td>
<td>51.3444</td>
<td>1.0000</td>
</tr>
<tr>
<td>Man</td>
<td>48.4382</td>
<td>1.0000</td>
</tr>
</tbody>
</table>
Table 2. Results of attacked watermarked images and extracted watermark

<table>
<thead>
<tr>
<th>Attacks</th>
<th>Lena</th>
<th>Baboon</th>
<th>Cameraman</th>
<th>Boat</th>
<th>Peppers</th>
<th>Man</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>NC</td>
<td>PSNR</td>
<td>NC</td>
<td>PSNR</td>
<td>NC</td>
</tr>
<tr>
<td>Salt &amp; pepper noise</td>
<td>31.78</td>
<td>0.9832</td>
<td>25.02</td>
<td>0.9501</td>
<td>25.05</td>
<td>0.7831</td>
</tr>
<tr>
<td>Speckle noise</td>
<td>35.25</td>
<td>0.9346</td>
<td>34.76</td>
<td>0.9182</td>
<td>35.74</td>
<td>0.9994</td>
</tr>
<tr>
<td>Poisson noise</td>
<td>26.83</td>
<td>0.8757</td>
<td>26.43</td>
<td>0.939</td>
<td>27.37</td>
<td>0.8152</td>
</tr>
<tr>
<td>Gaussian noise</td>
<td>16.87</td>
<td>0.9119</td>
<td>16.53</td>
<td>0.9089</td>
<td>17.51</td>
<td>0.9151</td>
</tr>
<tr>
<td>Cropping</td>
<td>29.47</td>
<td>0.9804</td>
<td>31.02</td>
<td>0.9938</td>
<td>27.20</td>
<td>0.9889</td>
</tr>
<tr>
<td>Sharpening</td>
<td>27.22</td>
<td>0.9194</td>
<td>17.40</td>
<td>0.3417</td>
<td>25.37</td>
<td>0.9745</td>
</tr>
<tr>
<td>Scaling</td>
<td>53.57</td>
<td>1.0000</td>
<td>52.72</td>
<td>1.0000</td>
<td>35.09</td>
<td>1.0000</td>
</tr>
<tr>
<td>Histogram equalization</td>
<td>16.24</td>
<td>0.9314</td>
<td>14.81</td>
<td>0.9539</td>
<td>17.41</td>
<td>0.8682</td>
</tr>
<tr>
<td>Quantization</td>
<td>45.26</td>
<td>0.9748</td>
<td>44.88</td>
<td>0.9994</td>
<td>45.36</td>
<td>0.9491</td>
</tr>
<tr>
<td>Gaussian filtering</td>
<td>33.53</td>
<td>0.0013</td>
<td>23.84</td>
<td>0.0010</td>
<td>28.99</td>
<td>0.0023</td>
</tr>
</tbody>
</table>

Table 3. Comparison to the reference [15]

<table>
<thead>
<tr>
<th>Images</th>
<th>PSNR</th>
<th>NC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Proposed Scheme</td>
<td>Algorithm From [15]</td>
</tr>
<tr>
<td>Lena</td>
<td>47.718</td>
<td>1.0000</td>
</tr>
<tr>
<td>Baboon</td>
<td>52.757</td>
<td>1.0000</td>
</tr>
<tr>
<td>Cameraman</td>
<td>51.187</td>
<td>48.902</td>
</tr>
<tr>
<td>Boat</td>
<td>55.7951</td>
<td>54.810</td>
</tr>
<tr>
<td>Peppers</td>
<td>46.1877</td>
<td>48.097</td>
</tr>
<tr>
<td>Man</td>
<td>50.6255</td>
<td>50.181</td>
</tr>
</tbody>
</table>

6. CONCLUSION

In this paper, we proposed an algorithm for watermark embedding and watermark extraction. Embedding encrypted watermark to high frequency subbands allows high performance watermark extraction. In this paper a semi-blind watermarking algorithm is presented which is established on lifting wavelet transform and singular value decomposition. Multiple scaling factors are used instead of single scaling factor to get the highest probable transparency and robustness together. The MOABC algorithm is used to determine potential MSFs. High transparency is obtained since no difference can be noticed after embedding watermark to the original image. Good robustness against various types of attacks is noticed. In terms of performance and PSNR. By increasing the levels of decomposition for the watermarked image, the resistance against the attacks and the quality of extracted watermark can be improved.
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