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ABSTRACT

Energy conservation techniques are considered as the primary means of lengthening the lifetime of Wireless Sensor Networks (WSNs). Clustering is a useful technique that achieves long-term operation of the network. Cluster heads that are near the base station are expected to die early because they are responsible for collecting data that comes from far away in addition to their own data, thereby leading to problem of hot spot in the WSN. This paper presents a new protocol that uses an unequal clustering algorithm with an IDA* routing method to address the hot spot problem. The base station divides the network into three levels of unequal sizes of clusters. The base station takes into consideration the energy level and the distance from the base station for cluster-head selection in each cluster. The cluster head will be changed based on the energy threshold for each cluster. The proposed method uses an IDA* algorithm for efficient multi-hop routing in the network. The uneven clustering algorithm reduces the energy consumption of the nodes, thereby minimising the hot spot problem. The obtained simulation results prove that our approach increases the load balancing, improves the stability and prolongs the network lifetime compared with other related approaches.

Copyright © 2020 Institute of Advanced Engineering and Science. All rights reserved.

Corresponding Author:
Ahmed A. Alkadhmawee,
Department of Computer Engineering,
University of Basrah, Iraq.
Email: ahmedadel1949@gmail.com

1. INTRODUCTION

Wireless Sensor Networks (WSNs) offer a great combination of distributed sensing, regulator communication and computation ability; this means that WSNs lend themselves to countless applications. Fundamentally, WSNs have enabled a paradigm shift in both civilian and military monitoring fields and have formed a basis for covering a wide range of applications related to medical, environmental and industrial control as well as security. WSNs consist of an array of wireless sensors that are interconnected by a communication network. These sensor nodes can periodically send reports of their sensed data to neighbouring nodes or to the base station, which is able to connect with the internet or to existing communication infrastructure [1].

In WSNs, the battery’s sensor nodes operate with a limited power supply, and it is not practical to replace or recharge them. The limited energy resources have a significant influence on prolonging the WSN lifetime [2-5]. However, it is necessary to implement certain techniques or mechanisms in order to deal with those constraints.

Clustering is a useful technique that achieves long-term operation of the network and can help to solve some of the node's constraints [6-8]. Clustering has been adopted to increase the efficiency of the WSN by organising the sensor nodes into clusters. The sensor nodes for each cluster have a cluster head. The data
routing inside the cluster is known as intra-cluster data routing while the data routing between the cluster heads is known as inter-cluster data routing.

Many clustering protocols use a multi-hop of cluster heads while transmitting the aggregation data to the base station in order to minimise the energy consumption of the nodes in the network. In multi-hop clustering, the cluster heads nearest to the base station act as transmitting stations for other cluster heads in addition to aggregating the data of their own clusters. The cluster heads nearest the base station have the largest traffic load and deplete their energy quicker than other nodes. Therefore, these cluster heads expected to die early, leading to hot spot problem in the WSN [9-13].

Recently, many studies have been proposed to analyze existing clustering techniques. Hienzelman et al. [14] proposed LEACH clustering protocol. LEACH selects cluster heads based on probability by generated a random number between 0 and 1 for each node. Nodes that have a number less than the threshold value elect themselves as cluster heads. There are several major drawbacks to LEACH: the size of the clusters is uneven for different rounds, the cluster heads transmitted the information directly to the base station without any relay nodes and the protocol does not take the nodes’ remaining energy into consideration when selecting the cluster heads. Coyle et al. [15] have presented a layered approach-based clustering protocol called the EEHC algorithm. This algorithm segments the network into several layers. In the lower layer, the cluster head receives information and transmits it to the base station by the upper layer cluster heads. Data delivery delay is the main obstacle of this algorithm. Liu et al. have presented the LPGCRA protocol to maximise the network lifetime [16]. This protocol considers only the energy level when selecting the cluster head. The cluster heads transmit the information directly to the base station. Hence, more energy is wasted. The Leach-A* algorithm has been proposed by H. Chen et al. [17] to extend the WSN lifetime. The Leach algorithm performs the process of selection cluster head while the A* algorithm uses for inter-cluster communication. Leach algorithm neglects the energy level during the cluster head selection process.

The major disadvantage of all the all above protocols is the problem of hot spot, which decreases the network lifetime. The cluster heads nearest the base station have the largest traffic load and deplete their energy quicker than other nodes. Many researches proposed methods on unequal cluster formation to address the problem of hot spot. Li et al. [18] proposed Energy Efficient Unequal Clustering (EEUC). EEUC reduces the problem of hot spot by using the approach of uneven cluster configuration and a multi-hop routing method. The clustering algorithm partitions the network into an uneven cluster. The clusters nearest to the base station are smaller than other clusters. The cluster head selects a relay node corresponding to the remaining energy of the node and its distance from the base station. EEUC depends on the residual energy of the node for selection cluster head. The main obstacle of this protocol is the probabilistic way of selecting a node as a cluster head. Bagci and Yazici [19] presented an energy-aware fuzzy unequal clustering algorithm. The approach depends on fuzzy logic, which uses the distance to the base station and the energy level as parameters for selecting the cluster head in the network. However, the approach does not take into account the main factor during performance evaluation, which is the energy that is exhausted during inter-cluster communication. Lee et al. [20] introduced a new protocol called LUCA. This scheme keeps the small clusters nearest to the base station and their cluster heads focused on inter-cluster communication, while the cluster heads in larger clusters focus on intra-cluster communication. Cluster size is not optimal and hence the energy consumption of the network is increased. Unequal clustering protocol called EBUC has been proposed by Jiang et al. [21]. It bases itself on the PSO algorithm to select cluster heads and to form uneven clusters. EBUC uses a greedy method for inter-cluster routing. The greedy algorithm depends on the remaining energy and distance to the base station to select a relay node. Although the network lifetime is improved with a reduced rate of dead nodes, the hot spot problem is still the main obstacle of this protocol.

This paper presents an unequal clustering method that divides the network into unequal sizes of levels in which each level has a number of clusters. Smaller clusters are placed closer to the base station, and the size of the cluster increases the farther away it is from the base station. The energy consumption of the cluster heads that are nearer the base station is reduced due to the short distance for the transmission of data, thereby minimising the hot spot problem. However, the communication cost is higher for the clusters that are located farther away from the base station because of the larger size of these clusters. The proposed method uses multi-hop intra-cluster communication to solve this problem. The IDA* routing method is utilised to find the optimum path for intra-cluster communication. Furthermore, our method uses the IDA* algorithm for inter-cluster communication to complete the routing path from the cluster heads to the base station.

Our approach takes into consideration the highest energy level and the minimum distance to the base station during cluster-head selection. The cluster head will be changed based on the energy threshold for each cluster. The energy threshold makes the cluster heads play their role for multiple rounds without changing. In the remainder of this paper, Section 2 presents the IDA* algorithm. The proposed system model for this
work describes in Section 3. Section 4 presents the proposed method which includes the clustering formation phase, routing phase and data collection phase. In Section 5, the performance evaluation and analysis are explained. Concludes this paper in Section 6.

2. ITERATIVE DEEPENING A-STAR (IDA*) ALGORITHM

Korf proposes the IDA* algorithm to find the optimal solutions for typical problems such as the cutting stock problem, floorplan optimisation and the traveling salesman problem [22]. The IDA* algorithm utilises iterative deepening for the efficient usage of memory space and uses the A* search algorithm for an effective usage of heuristic knowledge [23]. The IDA* algorithm uses the evolution function \((f(s))\) to find the route path from the start node to the goal node. This function can be represented by (1) where \(h(s)\) refers to the distance from the node \(s\) to the destination node and \(g(s)\) refers to the cost path to reach from node \(s\) to the goal node:

\[
f(s) = g(s) + h(s)
\]

The IDA* algorithm depends on cut-off value. The cut-off value is used to select the nodes that should be expanded along the current path. The nodes will be expanded when their \(f\) value is larger than the cut-off. The cut-off value is recomputed iteratively by taking the smallest \(f\) value that exceeded the previous search [24]. The IDA* algorithm ends when the goal is reached and stops when no more nodes are found to expand.

3. SYSTEM MODEL

3.1. Network model

The sensing area consists of a set of sensor nodes that are distributed randomly over an \(M\times M\) square area. In this paper, the following assumptions will be a consideration regarding the network model and sensor nodes:

- a) There is a static base station that has sufficient resources to manage the network and collect the data.
- b) The base station becomes aware of all the nodes’ records in the network like location, node identification and residual energy.
- c) Every node in the network is static, unaware of their location and has a unique identification.
- d) Initially, all sensors have the same amount of energy.
- e) The sensor nodes have the same computation and communication capabilities.

3.2. Energy model

In a WSN, sensor nodes consume most of their energy while transmitting and receiving data. The first radio model proposed in [25] is adopted to calculate the energy consumption. This model computes the energy that is dissipated when transmitting or receiving a message of \(m\) bits between two nodes \((s, n)\) over a distance \(d\). The total energy consumption for node \(s\) can be calculated as follows:

\[
E_c(s, n) = E_{c_{trans}}(s, n) + E_{c_{rx}}(s, n)
\]

\[
E_c(i, j) = m \left( E_{amp} \times d^2 + E_{elec} \right) + m \times E_{elec}
\]

\(E_{c_{trans}}(s, n)\) and \(E_{c_{rx}}(s, n)\) are the energy dissipated for transmitting and receiving, respectively. \(E_{elec}\) is the amount of dissipated energy for a transmitter or receiver, and \(E_{amp}\) is the energy usage for the transmit amplifier. \(E_{elec}\) is based on many factors like filtering, modulation, the digital coding and the spreading of the signal, while \(E_{amp}\) is based on the acceptable bit rate error and the distance between the transmitter and receiver.

4. PROPOSED METHOD

4.1. Cluster configuration phase and cluster-head selection

The cluster configuration is performed only once at the base station to eliminate the clustering formation overhead in each round. The base station divides the sensing area into three rectangular levels of unequal size, and each level is subdivided to the number of clusters. The levels are the front level, medium level and rear level. The front level denotes the first level that is nearest to the base station. The medium level is beyond the front level, while the rear level indicates the level that is the farthest away from the base station.
from the base station. The size of the front level depends on the threshold distance in the first radio model [20]. The sensor nodes within the threshold distance and nearest to the base station are considered as the front level sensor nodes. The sensor nodes at the front level can connect directly to the base station. The medium and rear levels are two and three times the size of the front level, respectively. The objective of designing levels in this way is to reduce the number of cluster heads in each round and prevent the hot spot problem.

According to [9], the optimum number of clusters has an inverse co-relation with an increased distance to the base station. This indicates that level L should have a higher number of clusters than level L-1. In our proposed method, the number of clusters in the front, medium and rear levels is n, n-1 and n-2, respectively. Figure 1 illustrates the network partition and cluster configuration process.

The cluster heads will be assigned by the base station before starting the first round. The base station puts the information of each node inside the selection table, which is utilized to find the best cluster head. The selection table includes some of the information for each node in the cluster, like the node identification, residual energy, distance to the base station and hop level. The selection table for the base station is always updated at the beginning of every round. The sensor nodes for each cluster rank in the selection table based on their energy level and their location from the base station. The node that has the highest residual energy and is nearest to the base station will be selected as the cluster head according to the following formulas:

\[
\text{NodeWeight}(i) = (R_{res}(i), Dist_{tobS}(i))
\]

\[
\text{Clusterhead}_{\text{selection}} = (\text{Max}(R_{res}), \text{Min}(Dist_{tobS}))
\]

where \( R_{res}(i) \) is the residual energy of node i, \( Dist_{tobS}(i) \) is the distance of node i to the base station. \( Dist_{tobS}(i) \) is determined by the Euclidian distance.

The base station checks the residual energy of cluster heads after each round. Only cluster heads with an energy level above the energy threshold continue their job. The energy threshold (\( E_{threshold} \)) can be determined for each cluster by the (6), where N is the number of nodes in the network and \( x \) is a constant value. The energy threshold makes the cluster heads play their role for multiple rounds without changing, thereby reducing the energy that would be wasted if a new cluster head was selected in each round.
\[ E_{\text{threshold}} = \alpha \times \frac{\sum_{i=1}^{N} R_{\text{res}}(i)}{N} \] (6)

Cluster heads transmit a message at the beginning of every round to their nodes. The message contains the cluster head identification (id) and hop level = 0. The neighbouring nodes of the cluster head update their hop level and forward the message to the next hop, incrementing the hop level by 1. The hop level value for the front, medium and rear clusters does not exceed 0, 1 and 2, respectively.

4.2. Routing phase

In the proposed method, the IDA* routing algorithm will be used for intra-cluster and inter-cluster communication processes. In intra-cluster routing, the nodes of the front clusters send data to their cluster head directly. The nodes of the medium and rear clusters support multi-hop communication. The nodes of the medium and rear clusters utilize the IDA* method to select their route path. The IDA* algorithm uses the energy level and the distance to the base station to select the routing path. This algorithm applied the following evaluation function (f[n]) to each node n of the network:

\[ f(n) = R_{\text{res}}(n) + \frac{1}{h(n)} \] (7)

Where \( R_{\text{res}}(n) \) denotes the residual energy of node n and \( h(n) \) denotes the distance from node n to the base station. The IDA* algorithm uses the cut-off value to select the number of nodes that should be expanded. The cut-off value is recomputed iteratively by taking the minimum f-value among all nodes that expanded in the previous search. The cut-off value can be expressed as follows:

\[ \text{cutoff} = \text{Min}_{\text{previously}}(f(n)) \] (8)

Initially, the cut-off takes the f-value of the start node. N nodes will be expanded only when their f(n) is larger than the cut-off value. The start node sends data to the neighbouring node that has the largest f-value and has exceeded the cut-off. In the next hop, the cut-off value is recalculated by (8). N nodes that have (f[n] > cut-off) should be expanded. The node that has the largest f-value among the expanded nodes will be selected in the next hop. This process is repeated until the route is completed the cluster head.

In inter-cluster routing, cluster head transmit the aggregated data to the upper level by using the IDA* algorithm. The IDA* algorithm calculates the cut-off value at each level by taking the minimum f-value among all cluster heads that expanded from the previous level. The IDA* algorithm compares the f-value of each cluster head with the cut-off. If the f-value of the cluster head is larger than the cut-off, then the cluster head is expanded. One expanded cluster head will be chosen as the best relay; this cluster head has the largest f-value. This process is repeated until the route is completed to the base station.

4.3. Data collection phase

In this phase, we have formed the tree structure for data collection in each cluster to reduce the work of the cluster head. The cluster head acts as a root of the tree and there are two or three levels of member nodes in medium and rear clusters. The load of aggregation is distributed between the member nodes in these different sizes of clusters. As a result, the cluster head spends less energy.

The base station uses a TDMA schedule to allocate the number of slots for cluster members. The number of allocated slots could be different for each cluster according to the number of nodes. Each node is assigned a unique TDMA. When the cluster head sends its id and hop level, the sensor nodes then know their TDMA and can set their hop level. Initially, the sensor node that has the data checks the hop level of neighbouring nodes. When the cluster head is out of range, the sensor node transmits sensed data to the neighbouring node that has a lower hop level in their TDMA. The sensor node go to a sleep state after it has finished transmitting all the data with negligible power consumption. The intermediate node forwards these aggregation packets to the cluster head and then goes into a sleep state. The cluster head transmits the packets to the base station through upper level cluster heads. The process is repeated until all rounds end. The flowchart for the data collection procedure is illustrated in Figure 2.
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5. RESULTS OF THE PROPOSED METHOD

5.1. Comparative methods

The proposed method was compared with related methods. The first approach (EEUC) used an uneven clustering method and multi-hop routing to minimise the hot spot problem [13]. The second method for routing comparison used the IDA* algorithm to find inter-cluster and intra-cluster communications and depended on parameters like the distance to the base station and energy level.

5.2. Simulation parameters

A MATLAB programming environment was used to simulate the proposed clustering approach. The simulation was performed in an environment of 100 × 100 m² where 100 sensor nodes are spread randomly and the base station is located at 100 × 50. Every node has a fixed radio range up to 35 m with an initial energy of 0.5 J. The list of all parameters for the simulation environment is exhibited in Table 1.
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Table 1. Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network area</td>
<td>10</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>100</td>
</tr>
<tr>
<td>Transmission radio range</td>
<td>35 m</td>
</tr>
<tr>
<td>Initial energy</td>
<td>0.5 J</td>
</tr>
<tr>
<td>Base station location</td>
<td>100 x 50 m²</td>
</tr>
<tr>
<td>Amplifier transmitting energy ($E_{amp}$)</td>
<td>100 nJ/bit/m²</td>
</tr>
<tr>
<td>Electronics energy ($E_{elec}$)</td>
<td>50 nJ/bit</td>
</tr>
<tr>
<td>Size of Data Packet</td>
<td>2 kbit</td>
</tr>
</tbody>
</table>

5.3. Performance evaluation

The purpose of this research was to increase the lifetime of the network by balancing energy consumption and reducing the hot spot problem. To achieve this purpose, the performance of the proposed work was evaluated. The count of nodes still alive, the death of the first node, the average energy of the network and the message delay were determined. The simulation results of our method have compared with EEUC and IDA* protocols.

The number of nodes still alive is an essential metric by researchers to evaluate the network lifetime. The count of nodes still alive after a certain round is displayed in Figure 3. It can be seen from this figure that the proposed work has the largest number of nodes still alive compared with other studies. The routing criteria and clustering method proposed by our protocol are the main reasons for the increased number of nodes still alive in the network.

The death of the first node is the key factor for measuring the performance of the network stability. The number of rounds until the death of the first node in the network represents the stability period. The simulation results of the network stability for the protocols is determined in Table 2. In Table 2, the first node died in (IDA* , EEUC) at round 2001 and 1333, respectively, whereas our protocol performed round 2802 before the first node died. As a result, the presented protocol is more efficient in terms of network stability compared with other protocols. The uneven size of clusters and the optimised cluster head rotation are the major contributors to reducing the hot spot problem and increasing node lifetime near the base station. As well, these factors evenly balanced the energy consumption between the nodes, thereby increasing the network lifetime.

Table 2. Simulation results of the network stability

<table>
<thead>
<tr>
<th>Protocol</th>
<th>The first node died at round</th>
</tr>
</thead>
<tbody>
<tr>
<td>The proposed method</td>
<td>2802</td>
</tr>
<tr>
<td>IDA* protocol</td>
<td>2001</td>
</tr>
<tr>
<td>EEUC protocol</td>
<td>1333</td>
</tr>
</tbody>
</table>

The simulation result of the average residual energy for all protocols is shown in Figure 4. This figure illustrates that the residual energy of our network is more than (EEUC) and (IDA*) protocols. The proposed protocol reduced energy consumption by using the IDA* algorithm for intra-cluster routing. In addition, the presented protocol distributed the energy consumption between nodes by selecting the appropriate cluster head. Consequently, the load balancing was increased, and the average energy of the network was improved.

Figure 3. Nodes still alive with respect to round numbers

Figure 4. Average residual energy for all protocols
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The time of the data packet transmission is a significant parameter for many applications relying on WSNs. The transmission delay for the three approaches after a number of rounds is shown in Figure 5. The proposed approach clearly has less of a transmission delay than other approaches. This is because of the nature of the IDA* algorithm, which expanded only the nodes that exceeded the cut-off value instead of expanding all nodes in the path. The proposed protocol can be used in information access for emergency rescue, monitoring and control.

![Figure 4. Average residual energy for all protocols](image1)

![Figure 5. The transmission delay for all protocols](image2)

6. CONCLUSION
This paper introduced a new unequal clustering mechanism for the WSN that is built on area levelling: front, medium and rear levels. Moreover, this paper presented a new algorithm for data routing through network levels: the IDA* algorithm. The proposed clustering helps to reduce the extra burden of nodes in front clusters, thus addressing the hot spot problem. The IDA* multi-hop method reduces the message overhead as well as the number of clusters in medium and rear clusters. Experiments were conducted to evaluate the proposed protocol. The results show that our approach has good performance in terms of improved energy efficiency, enhanced network stability and extended network lifetime.
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