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ABSTRACT
An optimal short-term hydro-thermal scheduling (ST-HTS) problem is solved in this paper using the multi-function global particle swarm optimization (MF-GPSO). A multi-reservoir cascaded hydro-electric system with a non-linear relationship between water discharge rate, power generation and net head is considered in this paper. The ST-HTS problem determines the optimal power generation of hydro and thermal generators which is aimed to minimize total fuel cost of thermal power plants during a determined time period. Effects of valve point loading and prohibited operating zones in the fuel cost function of the thermal power plants is examined. Power balance, reservoir volume, water balance and operation constraints of hydro and thermal plants are considered. The effectiveness and feasibility of MF-GPSO algorithm is examined on a standard test system, and the simulation results are compared with other algorithms presented in the literature. The results show that the MF-GPSO algorithm appears to be the best in terms of convergence speed and optimal cost compared with other techniques reported in the literature.
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1. INTRODUCTION
Generally, the hydro power plants are considered as the multi-purpose projects, used to generate the electrical power, and they are responsible for the fulfillment of irrigation requirements of nearby zone.
The optimal short-term hydro-thermal scheduling (ST-HTS) problem determines the optimal power generation of hydro and thermal generators which aims to minimize total fuel cost of thermal plants during a determined time period. This is a constrained power system optimization problem, which has non-linear, complex characteristics with various types of constraints including power balance, water balance, physical limitations on the reservoir and turbine flow rate, water transport delay between the connected reservoirs, and loading limits of both hydro and thermal power plants. In general, the objective of hydro-thermal scheduling (HTS) problem is to minimize the total fuel cost of thermal generating units [1].

A comprehensive review on the application of heuristic methods to obtain optimal generation scheduling of hydro-thermal systems by comparing the implemented procedures from different points of view is presented in [2, 3]. In the literature, various classical and evolutionary based optimization techniques have been developed for solving the optimal ST-HTS problem. Some of the evolutionary algorithms used for solving the ST-HTS problem include: particle swarm optimization (PSO) [4], fully-informed PSO [5], two-swarm based PSO search strategy [6], couple-based PSO [7], hybrid simulated annealing/genetic algorithm [8], quasi-oppositional teaching learning based optimization [9], improved harmony search algorithm [10], successive approximation approach [11], improved TLBO algorithm [12], accelerated PSO [13], flower pollination algorithm [14], symbiotic organisms search algorithm [15], Grey wolf optimizer [16], recurrent neural network [17], modified flower pollination algorithm [18], etc.

Some of the literature is also available for solving the multi-objective based ST-HTS problem by optimizing cost and emission using normal boundary intersection and VI-KOR in [19], lexicographic optimization and normal boundary intersection method in [20], enhanced multi-objective bee colony optimization algorithm in [21]. Multi-objective based approach for a hydro-thermal-wind complementary system of real case in China is proposed in [22]. Recently, a probabilistic ST-HTS problem is solved by considering the wind and solar PV powers and various algorithms reported for solving this problem include: Crow search algorithm (CSA) [23], simultaneous peak regulation strategy [24], GA-based multi-objective optimization model [25], probability interval optimization model [26], etc.

In this paper, multi-function global particle swarm optimization (MF-GPSO) algorithm [27] is used to solve the ST-HTS problem. The proposed MF-GPSO algorithm is applied for solving the daily generation scheduling of a test hydro system with four interconnected cascade hydro plants. Here, the multi-reservoir cascaded hydro-electric system with non-linear relationship between water discharge rate, net head and power generation is considered. Power balance, water balance, reservoir volume and operation constraints of hydro and thermal power plants are considered. Simulation results demonstrate the effectiveness, feasibility and validity of the proposed method in terms of solution precision, when compared with all other algorithms reported in the literature. The MF-GPSO algorithm can easily be extended to any other complex optimization problems faced by the utilities.

The remainder of this paper is organized as follows: Section 2 presents the mathematical formulation for an optimal short-term hydro thermal scheduling (ST-HTS) problem. The description of multi-function global particle swarm optimization (MF-GPSO) algorithm is presented in Section 3. Simulation results and discussion is presented in Section 4. Finally, Section 5 summarizes the contributions with concluding remarks.

2. ST-HTS: PROBLEM FORMULATION

The objective of ST-HTS problem is to allocate the water discharge among shorter time intervals to minimize fuel cost of thermal generating units during the scheduling period, while satisfying different equality and inequality constraints [28, 29]. ST-HTS problem is aimed to minimize the total thermal power generation cost, by using the availability of hydro resources as much as possible. It can be formulated as,

\[ TPC = \sum_{t=1}^{T} \sum_{i=1}^{M} [C_{it}(P_{it})] \]  

(1)

where \(P_{it}\) is thermal power generation of \(i^{th}\) thermal plant during time \(t\), \(C_{it}(P_{it})\) is the production cost for generating the thermal power \(P_{it}\). In general, \(C_{it}(P_{it})\) is expressed as a quadratic cost function of thermal power generation, and it is given by,

\[ C_{it}(P_{it}) = a_i + b_i P_{it} + c_i (P_{it})^2 \]  

(2)

The fuel cost function of thermal generating units considering valve point loading (VPL) effect is expressed as,

\[ TPC = \sum_{t=1}^{T} \left[ \sum_{i=1}^{M} \left[ a_i + b_i P_{it} + c_i (P_{it})^2 + \left| d_i \times \sin \left( e_i \times (P_{\min}^{it} - P_{it}) \right) \right| \right] \right] \]  

(3)

A thermal generating unit with prohibited operating zones (POZs) has discontinuous input-output characteristics, and it is difficult to find the actual POZ by performance testing or real operating records. In general, the best economy is achieved by avoiding the operation in areas that are in actual operation. The feasible operating zones of operation of $i$th generator can be expressed as,

\[
P^T_{it} \in \left\{ \begin{array}{l}
P^\text{min}_{Gil} \leq P^T_{it} \leq P^I_{Gil} \\
P^i_{Gil,k-1} \leq P^T_{it} \leq P^i_{Gil,k} \quad (k = 2, \ldots, N_{st}) \\
P^i_{Gil,N_{st}} \leq P^T_{it} \leq P^\text{max}_{Gil}
\end{array} \right. \quad (4)
\]

The above ST-HTS problem is solved subjected to the following equality and inequality constraints.

2.1. Equality constraints for the ST-HTS problem

2.1.1. Power balance constraints

The total power generation from hydro and thermal units is the sum of total system load plus system losses in each hour of scheduling period.

\[
P_{it} + \sum_{j=1}^{N} P_{Hjt} = P_{Dt} + P_{loss,t} \quad t = 1,2,\ldots,T
\]

where $P_{Dt}$ is system load during time period $t$, and $P_{loss,t}$ is transmission losses of system during time period $t$.

The hydro power generation ($PH_{jt}$) as a function of water discharge rate and storage volume is expressed as [30],

\[
PH_{jt} = c_1 V^2_{jt} + c_2 q_{jt}^2 + c_3 (V_{jt} q_{jt}) + c_4 V_{jt} + c_5 q_{jt} + c_6
\]

Here, $c_1$, $c_2$, $c_3$, $c_4$, $c_5$, and $c_6$ are power generation coefficients of $j$th hydro power plant.

2.1.2. Hydraulic continuity constraint

Storage reservoir volume limits with given initial and final volumes are expressed as,

\[
V_{jt} = V_{jt-1} + \sum_{m=1}^{m} (q_{m,t-1} + Spl_{m,t-1}) + l_{jt} - q_{jt} - Spl_{jt} \quad m \in q_j
\]

where $Spl_{jt}$ is the water spillage of hydro plant $j$ at time interval $t$.

2.2. Inequality Constraints for the ST-HTS Problem

2.2.1. Capacity limits of thermal power generating units

The power generation limits of equivalent thermal generator is expressed as,

\[
p^\text{min}_i \leq P_{it} \leq p^\text{max}_i
\]

2.2.2. Capacity limits hydro generators

The operating range of $j$th hydro power generator at $t$th hour is expressed as,

\[
PH^\text{min}_j \leq PH_{jt} \leq PH^\text{max}_j
\]

2.2.3. Constraint on reservoir capacity

The operating range of reservoir storage volume of $j$th hydro power plant at $t$th hour is limited by,

\[
V^\text{min}_j \leq V_{jt} \leq V^\text{max}_j
\]

where $V_{jt}$ is the water volume of reservoir $j$ at the end of time interval $t$.

2.2.4. Constraint on water discharge rate

The operating range of water discharge rate of $j$th hydro power plant at $t$th hour is limited by [31],

\[
q^\text{min}_j \leq q_{jt} \leq q^\text{max}_j
\]

where $q_{jt}$ is the water discharge of hydro plant $j$ at time interval $t$. 
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3. **MF-GPSO ALGORITHM**

Particle swarm optimization (PSO) is a population based optimization technique for simulating the social behavior similar to the flocking behavior of birds. PSO is initialized with a group of particles called solutions and searches for an optimum through a number of generations. In each generation, each and every particle is updated by the following two best values stored. First one is the best value it has seen so far, this is called \( p_{\text{best}} \). Another best value tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the population. This is called as \( g_{\text{best}} \). In the searching process of PSO, if an individual finds a current optimum position (not global optimum position), then all other individuals will move closer to it, and then these individuals are in the dilemma of local optimum position. This situation is known as the premature convergence. The simple approach to overcome this problem is to increase the swarm size [27]. However, it leads to the higher calculation capacity and the execution time. This is the main drawback of classical PSO. There are many improvements are proposed to the classical PSO to overcome the local convergence problem. Since inception of the algorithm several improvements have been proposed in the literature.

Inertia weight parameter (\( \omega \)) was introduced in PSO so as to improve the performance of original PSO. \( \omega \) plays the role of balancing local and global search capability of PSO. For the better performance, the \( \omega \) must be changed non-linearly, dynamically to have better dynamics of balance between the local and global searching capabilities. Fuzzy Adaptive-PSO (FA-PSO) [30] is developed to design a fuzzy system to dynamically adapt \( \omega \). In another, variant of PSO, a constriction factor (\( \chi \)) is introduced, which increases the algorithm's ability to converge to a good solution. From reference [27], it can be observed that the search capability of PSO becomes saturated when the population density exceeds a certain value. To overcome this, reference [27] has proposed an approach which divides the particles into two parts for different functions, and based on this the multi-function global particle swarm optimization (MF-GPSO) is proposed. In MF-GPSO algorithm, the swarm of particles are divided into two parts i.e., local convergence and global convergence functions. The detailed implementation procedure and pseudo code of MF-GPSO algorithm are presented in [27]. The flow chart of MF-GPSO algorithm is depicted in Figure 1.

![Figure 1. Flowchart of multi-function global particle swarm optimization (MF-GPSO)](image-url)
4. SIMULATION RESULTS AND DISCUSSION

As mentioned earlier, in this paper, the MF-GPSO algorithm is used for solving the ST-HTS problem [31]. The test system that is considered in this paper, a test system is considered same as in reference [32]. It consists of multi-chain, 4 hydro power plants connected in cascade, and an equivalent thermal power plant. The scheduling time period considered is 1 day with hourly intervals. The considered hydraulic system is characterized by river transport delay between successive reservoirs, variable natural inflow rates into each reservoir, variable head hydro plants, POZs of water discharge rates, variable load demand over the scheduling period. The VPL data with POZs of turbines are taken from reference [33]. The fuel cost characteristics of the equivalent thermal power plant with VPL effect is given by,

\[
f(P_{th}) = 5000 + 19.2P_{th} + 0.002(P_{th})^2 + \left[700\sin\left(0.085\left(P_{th}^{min} - P_{th}\right)\right)\right]
\]

(12)

The minimum and maximum power limits of equivalent thermal generator are 500 MW and 2500MW respectively, whereas for hydro power plants are 0 MW and 500 MW, respectively. Here, 3 different case studies are performed to demonstrate the suitability and effectiveness of MF-GPSO algorithm for solving the optimal ST-HTS problem, and they are,

a) Case Study 1: System without valve point loading (VPL) (quadratic cost curve), and prohibited discharge zones (POZs) effects.

b) Case Study 2: System without VPL effect, and with POZs effect.

c) Case Study 3: System with VPL and POZs effects.

4.1. Case study 1

In this case study, the quadratic cost curve of thermal generator is considered without VPL and POZs effects. Figures 2(a) and 2(b) depicts the hourly hydro power plant discharge and reservoir volumes for Case study 1.

![Figure 2(a) and 2(b)](image)

Figure 2(a), (b). Hourly hydro plant discharge (× 10^4 m³) and reservoir storage volumes (× 10^4 m³) for Case Study 1

The optimum operating cost obtained after solving the optimal ST-HTS problem using MF-GPSO is 922102.54$. Table 1 depicts the optimum operating cost obtained with other evolutionary algorithms reported in the literature. The optimum cost obtained from the MF-GPSO algorithm are compared with local vision of PSO with inertia weight (LWPSO), local vision of PSO with constriction factor (LCPSEO), improved particle swarm optimization (IPSO), modified seeker optimization algorithm (MSOA), dynamic programming (DP), non-linear programming (NLP), evolutionary programming (IFEP), differential evolution (DE), and clustered adaptive teaching learning based optimization (CATLBO) algorithms are reported in Table 1. The results obtained with MF-GPSO algorithms gives better result compared to DP, NLP, IFEP, DE, IPSO, MSOA, and CATLBO algorithms, while satisfying the reservoir end-volume constraints.
Table 1. Comparison of optimal costs for test system with quadratic cost function without VPL and POZs effects (Case Study 1)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Optimum operating cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LWPSO</td>
<td>925383.8</td>
</tr>
<tr>
<td>LCPSO</td>
<td>925618.5</td>
</tr>
<tr>
<td>DE</td>
<td>923574.31</td>
</tr>
<tr>
<td>MDE</td>
<td>922555.44</td>
</tr>
<tr>
<td>IPSO</td>
<td>922553.49</td>
</tr>
<tr>
<td>MSOA</td>
<td>922355</td>
</tr>
<tr>
<td>DP</td>
<td>928919.15</td>
</tr>
<tr>
<td>GA</td>
<td>926707.00</td>
</tr>
<tr>
<td>NLP</td>
<td>924249.48</td>
</tr>
<tr>
<td>FEP</td>
<td>930267.92</td>
</tr>
<tr>
<td>CEP</td>
<td>930166.25</td>
</tr>
<tr>
<td>IFEP</td>
<td>930129.82</td>
</tr>
<tr>
<td>CATLBO</td>
<td>922266.04</td>
</tr>
<tr>
<td>MF-GPSO</td>
<td>922102.84</td>
</tr>
</tbody>
</table>

4.2. Case study 2

Figures 3(a) and 3(b) depicts the hourly hydro plants discharge and reservoir storage volumes for Case Study 2. The obtained optimum fuel cost of equivalent thermal generator using MF-GPSO algorithm is 912525.8$.

![Figure 3(a), (b). Hydro plant discharge (× 10^4 m^3) and reservoir storage volumes (× 10^4 m^3) for Case Study 2](image_url)

4.3. Case study 3

Figures 4(a) and 4(b) depicts the hourly hydro plants discharge and reservoir storage volumes for Case Study 3. The optimum fuel cost obtained in this case using MF-GPSO algorithm is 924315.8$. The obtained optimum fuel costs of equivalent thermal generators with different algorithms are reported in Table 2. From this table, it can be observed that the total cost obtained with DE algorithm is 928236.94$, IFEP algorithm is 933949.25$, IPSO is 925978.84$, MSOA is 925961$, and CATLBO algorithm is 924532.78$.

![Figure 4(a), (b). Hourly hydro plant discharge (× 10^4 m^3) and storage volumes ((× 10^4 m^3)) for Case Study 3](image_url)
Table 2. Comparison of optimal costs for test system with valve point loading (VPL) and prohibited discharge zones (POZs) effects (Case Study 3)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Minimum cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DP</td>
<td>935617.76</td>
</tr>
<tr>
<td>NLP</td>
<td>936709.52</td>
</tr>
<tr>
<td>IFEP</td>
<td>933949.25</td>
</tr>
<tr>
<td>DE</td>
<td>928236.94</td>
</tr>
<tr>
<td>IPSO</td>
<td>925978.84</td>
</tr>
<tr>
<td>MSOA</td>
<td>925961</td>
</tr>
<tr>
<td>CATLBO</td>
<td>924532.78</td>
</tr>
<tr>
<td>MF-GPSO</td>
<td>924315.8</td>
</tr>
</tbody>
</table>

As mentioned earlier, the optimum fuel cost obtained with MF-GPSO algorithm is 924315.8$, which is a better solution compared to DP, NL, IFEP, DE, IPSO and CATLBO algorithms. Therefore, the optimum fuel cost obtained with the MF-GPSO algorithm is lesser compared to all other results reported in the literature.

5. CONCLUSIONS

A novel optimization approach called multi-function global particle swarm optimization (MF-GPSO) algorithm is applied for solving the optimal short-term hydro-thermal scheduling (ST-HTS) problem. This optimal ST-HTS determines the optimal generation schedules of hydro and thermal generators to optimize the total fuel cost of thermal power plants. Effects of valve point loading and prohibited operating zones in the fuel cost function of the thermal plants is examined in this paper. The suitability and performance of MF-GPSO algorithm on ST-HTS problem is evaluated on a test system. The performance of MF-GPSO algorithm is tested on a standard sample test system considering three different case studies. From the simulation results, it can be observed that the MF-GPSO algorithm applied to ST-HTS problem is excellent in terms of convergence characteristics and optimum operating cost.
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