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 Deep multi-task learning is one of the most challenging research topics 

widely explored in the field of recognition of facial expression. Most deep 

learning models rely on the class labels details by eliminating the local 

information of the sample data which deteriorates the performance of the 

recognition system. This paper proposes multi-feature-based deep 

convolutional neural networks (D-CNN) that identify the facial expression 

of the human face. To enhance the accuracy of recognition systems, the 

multi-feature learning model is employed in this study. The input images are 
preprocessed and enhanced via three filtering methods i.e., Gaussian, 

Wiener, and adaptive mean filtering. The preprocessed image is then 

segmented using a face detection algorithm. The detected face is further 

applied with local binary pattern (LBP) that extracts the facial points of each 
facial expression. These are then fed into the D-CNN that effectively 

recognizes the facial expression using the features of facial points. The 

proposed D-CNN is implemented, and the results are compared to the 

existing support vector machine (SVM). The analysis of deep features helps 
to extract the local information from the data without incurring a higher 

computational effort. 
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1. INTRODUCTION  

Facial expression is one of the significant manners wherein humans display emotions. Humans’ 

expressions and intentions are most effectively communicated through facial expression. Different 

circumstances of humans pose different ways of displaying the emotions such as anger, fear, surprise, disgust 

happiness, and sadness [1]-[3]. The identification of human emotion will lead to effective communication 

and also build a healthy relationship. Intelligent recognition of human emotion is gaining much interest 

among the researchers in coping up with recent technologies like internet of things (IoT) and any other smart 

environments. Intelligent personal assistants (IPAs) [4] make use of natural language processing that 

communicates with human languages. These languages are augmented with different sorts of emotions. This 

has increased the stages of interaction with human-level intelligence [5]. The advancement in artificial 

intelligence (AI) has been actively working on different domains to improve some specific standards and also 

identify the unwanted elements [6]. It is also merging with other different applications such as market-based 

analysis, spam detection, and so on.  

Deep learning algorithms are widely employed in real-time applications dealing with the concepts of 

pattern recognition and classification [7]-[9]. In this study, recognition facial expression is one of the 

research areas that imbibe the concept of pattern recognition models. It has revolutionized with different 
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facets of computing modules in which human-computer interaction (HCI) becomes a part of our today’s life. 

Information on the searching for human expressions is an important component of HCI [8] that contributes to 

efficient communication. It lessens the cost and computational time and also enhances the reliability rate of 

the application system. On the other hand, it provides a potential solution via non-verbal communication that 

supports human-human communication. The analysis of facial expression is an interesting and challenging 

study that has impacted many real-time applications related to HCI and medical applications. Literature 

studies on emotion detection deal with identifying the facial features for each facial expression [10]. The 

report states that there are 68 facial marks available to detect the type of emotions in real-time like positive, 

negative, and expressionless. Different studies have given different facial features to recognize facial 

expressions. Even though remarkable progress has been made in facial expression recognition, in the aspect 

of performance measures, still achieving high accuracy becomes a doubtful part.  

Many studies have been instantiated to develop multimodal information such as light intensity, face, 

and background changes using facial terms to estimate multimodal systems, computational complexity has 

been used. The computational complexity has been used to estimate the multimodal systems. The multimodel 

strategy has better performance regarding emotional recognition compared with the single modal strategy. 

However, the combination of facial expressions with other modalities, such as voice signals, gestures, and 

biosignal, did not support the development of smarter human machine interaction (HMI) [11]. The 

availability of HMI has disrupted many opportunities related to real-time applications.  

The contributions of this study are filtering, and enhancement of the facial image is applied to the 

input image that assists to extract the discriminative local features of a facial expression. The use of different 

types of filtered enhanced facial images removes the feature dimension reduction and the feature overlapping 

issues. Consequently, it improves the computational complexity of the face recognition rate. The deployment 

of the deep convolutional neural networks (D-CNN) classifier on the enhanced facial images has 

discriminated against the correlation of those features, which is the main essential task. The local information 

of facial regions contains the saliency information of a face and thus, the face recognition rate is achieved 

effectively in this study. Figure 1 presents the block diagram of the proposed technique. 

 

 

 
 

Figure 1. Overall block diagram of the proposed technique 

 

 

The paper is organized as follows; section 2 presents the Literature Survey that discusses the 

reviews of existing techniques. Section 3 presents the research methodology that details the workflow of the 

proposed phases. Section 4 presents the experimental results and discussion which describes the achieved 

performance using the proposed techniques. Section 5 presents the conclusion that portrays the findings of 

the study.  

 

 

2. THE COMPREHENSIVE THEORETICAL BASIS AND THE PROPOSED METHOD  

The study of various existing research methodologies on facial expression recognition techniques 

and the application of different deep learning algorithms for improving the performance of the recognition 
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process. The study of related work includes the review of existing literature about different techniques related 

to the performance enhancement of facial expression recognition models. To interpret the emotional states of 

the human mind, facial expression recognition is one of the efficient ways to deal with it. The recognition of 

facial expression from a human face is a troublesome task since face expression varies for different humans 

[12], [13]. There are 46 components or action units involved in the facial action unit codes (FACS) that 

contribute to the movements of facial muscles. Likewise, prkachin and solomon pain intensity scale (PSPI) is 

the metric used for exploring the frame-by-frame analysis of the FACS [14]. Recently, machine learning and 

intelligent systems are combined to detect the facial expression of the human face with the least 

computational efforts. The main challenge is the accurate development of facial expression recognition 

models with different inputs and different applications. The next challenges related to the unbalanced with 

relatively complex data beyond the nature of facial images. The classes are uniquely for various image sets 

that seek a versatile expert system. Such a system needs to create a representative model that captures the 

inherent general characteristics to achieve an unbiased classification or prediction of pain from facial images. 

The temporal-based facial actions were employed to detect the face expression. A larger range of 

facial conduct using the facial muscle actions that compute the expressions was studied [15]. However, the 

accuracy is still in the developmental stage. Gabor feature-based boosted classifiers then helped to improve 

this. It was compared with the gentle boost, support vector machines, and hidden markov models. 

Convolutional neural networks [16] have explored the efficiency of visual recognition images. In which 

results were processed using the deep multi-layer network for the prediction of saliency, and forwarded to 

CNN for facial expression recognition, and its visual saliency maps. The performance results show that the 

widespread use of deep learning networks is 65.39% compared to other techniques. 

Temporal-based reinforced approaches were studied to improve the facial expression recognition 

study [17] active appearance model (AAM) was introduced to extract the shape and texture models of facial 

images. Here, 16 geometric features were extracted to recognize the emotions. These extracted patterns were 

given as input to the relevance vector machine (RVM) that classified the different emotional states by 

achieving a recognition rate of 95.6%. Multi-layer perceptron [18] has been presented to classify the 

emotional states. Certain texture features of the facial skin were extracted using the biological visionary 

approaches. The concept of perceived facial images (PFI) has yielded better results using constructive 

training algorithms. A similar analysis for safety and security purposes has been extended to biometric 

analysis detecting the facet modules [19]. The concept of component analysis (PCA), independent 

component analysis (ICA), linear discrimination analysis (LDA), and neural networks are used for 

segmentation and facial recognition methods. 

A two-fold random forest classifier was introduced to explore the facial expression [20]. With the 

help of facial motion analysis, active appearance model (AAM), and lucas-kanade (LK) an optical flow 

tracker, the facial feature points are assessed. It was quietly used for exploring the facial landmarks and the 

extraction of facial points. The execution of two layers of RF has efficiently detected the facial expression. It 

was better than the support vector machine (SVM) classifier. A robust feature extraction model using 

ChanVese energy and Bhattacharyya distance functions [21]. To eliminate the noise level, the separation 

between face and background was removed for extracting the local information. The face images were 

extracted using the trained hidden markov model (HMM). The results show greater efficiency in the 

detection of FER in terms of recognition rate. A sparse learning-based facial expression model [22] was 

studied to display the effects of emotional states. Sparse local fisher discriminant analysis (SLFDA) has been 

suggested to resolve multimodal learning problems. It has discriminated the power of LFDA with non-zero 

elements based on the selected face regions. It was then combined with the sparsity of projection vectors that 

accomplished all the extracted features. It was better than other dimensionality reduction models.  

Neural network approaches were studied to discriminate the emotional states with better pattern 

recognition models [23]. All phases of image processing techniques such as pre-processing, function 

extraction, segmentation, and classification have been renovated to achieve efficient facial expression 

recognition. The recognition phase was tested under a single-layer neural network, multi-layer neural 

network, convolutional neural network, backward propagation network, and the recurrent neural network. 

Compared to machine learning approaches, neural network algorithms proved to have better efficiency. A 

CNN with the machine learning techniques [24] was combined to improve the steps involved in the image 

processing systems. The accuracy of the systems was improved under facial image databases; however, the 

computational complexity and time were not focused. Different types of algorithms for facial expression 

recognition depending on the biometric system have been discussed [25]. These were tested and compared 

with the feature reduction models like PCA, discrete cosine transforms (DCT), and types of wavelets. Table 1 

summarises a comparative analysis of recent techniques.  
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Table 1. Comparative analysis of the recent techniques 

Reference 

Methods and 

the facial 

features 

Classification 

technique 

Database and face recognition 

rate 
Main results 

Rao et al. 

[26] 

CNN-related 

Features 

Fully Connected 

Layer 

YTF DB has given an accuracy 

rate of 96.52%, PaSC DB-

Acc:95.67%YTC DB -Acc:97.82 

Here, the frame data is eliminated in 

this study during the reinforcement 

learning process.  

Wang [27] 3D- dynamic 

features  

Classified based 

on Distance 

Measurement 

ORL Database containing 300 

images from 30 subjects that give 

precision probability 100% 

It has drastically improved the face 

detection rate.  

Ding and Tao 

[28]  

Branch-based 

ensemble 

features  

Trunk-Branch 

Ensemble CNN 

model (TBE-

CNN) 

PaSC Database has yielded a 

verification rate of 96.12%; COX 

Face Database has given an 

identification raof te 98.96%; 

Youtube Database has obtained a 

verification rate of 94.96% 

It is better than the conventional CNN 

in terms of extracting the deep 

features  

Mokhayeri  

et al. [29] 

Domain-

specific face 

synthesis 

(DSFS) 

SRC Classifier COX-S2V DB has yielded 

pAUC:0.916 and AUPR:0.775 

Computational complexity has been 

significantly reduced.  

Mokhayeri  

et al. [30]  

A synthetic 

plus 

variational 

model 

SRC Classifier COX-S2V DB has achieved 

pAUC:0.905 and AUPR:0.776  

A face recognition system at different 

angles has been analyzed.  

Xiaa et al. 

[31] 

Geometrical 

motion 

Random walk 

classifier 

It has experimented on the 

CASME and SMIC  

The study revealed the micro-

expression spotting on facial features. 

Geometric analysis has reduced facial 

dimensionality.  

Li et al. [32] The local 

binary pattern 

and Histogram 

Oriented 

Optical Flow 

(HOOF) 

Threshold 

techniques  

It was analyzed using CASME II 

and SMIC datasets. Compared to 

the other datasets, this system has 

given an exceeded result 27.98% 

higher than the existing system.  

The system has increased the True 

Positive rate.  

Wang et al. 

[33] 

 Main 

Directional 

Optical Flow 

(MDMD) 

Threshold 

techniques  

CAS (ME)2 has given recall, 

precision, and F1-score were 

0.32, 0.35, and 0.33, respectively 

Micro-expression from the video 

sequences has been improved in terms 

of a better error rate. 

Davison et al. 

[34] 

LBP, OF, and 

3D-HOG 

Threshold 

techniques  

SAMM, CASME II The focus of action units of facial 

muscles was speculated under 3D. 

This ignores the influence of the 

overall facial emotions, it emphasizes 

local facial muscle changes, thereby 

reducing computational complexity 

and improving detection accuracy 

Li et al. [35] LBP with 

differential 

image analysis  

Threshold 

techniques  

SAMM, CASME II The local temporal patterns of facial 

muscles have helped to spontaneously 

locate facial emotions.  

 

 

Facial expression recognition is one of the latest biometric technologies. It is treated as a computer 

application that intelligently detects (or) recognizes (or) verifies the person in the form of a digital image. 

Despite extensive research, the performance of recognition systems is still in the early stages of development. 

Facial expression is a sort of internal expression (emotional state) that greatly influences expression on the 

human face, which offers a natural expression of emotional state, communication, and social communication 

on prohibited activities. The expression of facial emotion is the best form of nonverbal communication that 

provides information about the emotional state, mindset, and intention. The design of intelligent facial 

expression recognition systems composes deformations of facial components and their spatial relations, (or) 

changes in the pigmentation of the face. Additionally, a few factors like facial appearance, the high false 

recognition rate, twin attacks, poor lighting, and obstacles have been affecting the performance of facial 

expression recognition.  

This section includes the framework of the proposed technique used for the design of an automatic 

facial expression recognition technique and discusses the application of deep matching algorithms for 

developing the recognition model in detail. This process has five phases such as face detection, image 

preprocessing, segmentation of facial region, feature extraction, and classification. The proposed multi-

feature-based automatic facial expression recognition using deep convolutional neural network comprises 

four phases. Each phase has a significant contribution towards identifying facial emotions. Figure 2 presents 

the workflow of the proposed D-CNN using a multi-feature extraction module.  



                 ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 25, No. 3, March 2022: 1406-1419 

1410 

 
 

Figure 2. Proposed workflow  

 

 

3. RESEARCH METHOD 

3.1.  Data collection and preprocessing 

The extended cohn-kanade dataset (CK+) is collected from the publicly available datasets of size 

256×256. The image is converted into a grayscale image so that the skin region appears brighter than the 

background. The algorithm then detects the skin region from the central point in the direction of the skin 

region. Generally, the images are subjected to random noise due to the performance of camera adjustment 

settings. Therefore, preprocessing methods play a vital role in this research study. To increase the quality and 

appearance of the images, image enhancement and filtering techniques are employed. These filters will 

reduce the peak-signal-to-noise-ratio (PSNR) and signal-to-noise ratio (SNR) of the image. 

 

3.1.1. Image enhancement 

The face images are enhanced using image sharpening techniques. The ultimate focus of the 

sharpening techniques is to enhance the visual quality of the images by increasing/decreasing the intensity 

level of brightness and contrast of an image. It appears like rings near the facial points by sharpening the 

transition of the image. It is profound near the edge of an image. This technique involves a few steps. It reads 

the input image from the dataset and converts RGB to the Grayscale image. Obtaining the histogram from the 

original image. The original and histogram-equalized images are integrated. Compare the image's 

performance parameters to the original image's performance parameters. Figure 3 presents the image 

enhancement process. 

 

 

 
 

Figure 3. Image enhancement process 
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3.1.2. Image filtering 

Image filtering is the process of improvising the appearance of the image. Different types of filters 

are used to increase contrast and provide a range of special effects to the image. The three filtering methods 

like Gaussian filter, Wiener filter, and adaptive mean filter are employed to preserve the edges of facial points.  

1) Gaussian filter 

Gaussian filter is generally utilized for removing the noise and smoothing. It requires computational 

assets and its productivity in implementing has been a motivation to study it. The gaussian operators are 

convolution operators, and convolution is used to achieve Gaussian smoothing. It is a 2D convolution 

operator that is utilized for image smoothing and noise removal. This Filter comprises two parameters: 

window dimensions and the standard deviation. If the value is huge, the picture smoothing impact will be 

higher. Filters of Gaussian smoothing are viable LPFs from the point of view of both the frequencies and 

spatial domains, are effective for implementation, and can be utilized adequately by engineers in practical 

applications of vision. 
 
I1=fspecial ('gaussian’, [3 3],0.4); % choose the kernel size of 3x3 

Iblur1 = imfilter (img, I1); 

figure, 

imshow(Iblur1) 

title ('Gaussian Filter') 

Iblur1=double(Iblur1); 

[Gaussian_PSNR, Gaussian_SNR] = psnr (Iblur1, img); 

 

2) Wiener filter 

The Wiener filter is a filter that develops an estimated random process via a linear time-variant and 

the discrete wavelet transform over a noisy process. It helps the spatial domain to become a frequency 

domain. Each frame contains samples that convert to the domain of frequencies. The fourier discernment is 

one of the fastest algorithms (DFT): 
 

𝐷𝑘= ∑ 𝐷𝑚 𝑒−𝑗2𝑘𝑚

𝑁𝑚

𝑁𝑚−1

𝑚=0   

 

where, k= 0, 1, 2.... Nm-1. The presence of DFT is estimated for all the computational processes which are 

useful.  
 
h=fspecial ('gaussian’, [256,256],40); 

h=mat2gray(h); %normalize [0,1] 

img=imresize (img, [256 256]); 

out_img_Wiener=image Restoration (img, h); 

figure, 

imshow(J) 

title ('Weiner Filter') 

out_img_Wiener=double(out_img_Wiener); 

[Weiner_PSNR, Weiner_SNR] = psnr (out_img_Wiener, img); 
 

3) Adaptive median filter 

The median filter is a rank-order filter whose noise-reducing effects depend on the size and shape of 

the filtering mask. The complexity of the algorithm involved in getting the median value. Each pixel of an 

image is examined pixel by pixel, with each value substituted with the median value of the neighboring 

pixels. The term "Window" refers to the neighbor’s patterns. The pixel-by-pixel window scans throughout 

the whole image. The median value is calculated when the pixels of the window are first sorted into numeric 

order and then the pixel is replaced with the median value. Figure 4 presents the image filtering process, 

which shows how different filters, such as the Gaussian filter, adaptive median filter, and Weiner filter, 

improve the appearance of the image. 
 
J = amedfilt2_calc (img); 

figure, 

imshow (J) 

title ('Adaptive median Filter') 

J=double (J); 

[Adaptive_PSNR, Adaptive_SNR] = psnr (J, img); 
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Figure 4. Image filtering process 
 

 

3.2.  Segmentation 

The technique of segmenting a digital image into many segments is known as image segmentation. 

The Viola-Jones approach is proposed here for face detection and inverse discrete cosine transform (IDCT) is 

proposed here to segment the facial region of an image. The proposed IDCT is defined based on the 

foreground and background frame subtraction. Using this process, the segmentation will be processed which 

gives enhanced results when compared to existing DCT. Based on conditions, the segmented images are 

gathered. A regional local binary pattern (LBP) approach is used to gather the face points. 

 

3.2.1. Viola Jones (VJ)-face detector technique 
P. Viola and M. Jones have developed a human face detector that has achieved better detection 

accuracy. The Viola-jones detector performed better than the other detection algorithm in terms of accuracy 

metrics. It followed a sliding window approach that explored the locations of the pixels in an image that 

helped the window to capture the human face. Though the sliding window approach is a time-consuming 

process, moreover, the detector enhanced the detection speed. Integral images, which increase the speed of 

the convolution process, were introduced to boost detection speed. Depending on the window size, the 

complexity level of the computational process is declared, and selecting the relevant feature. The report states 

that the Adaboost algorithm was mainly employed on the small set of feature vector selection processes. It is 

very helpful in face detection concepts. Furthermore, by introducing the concepts of detection cascades, 

which follow the multistage detection pipeline while focusing on the face targets, the computational 

complexity is minimized.  

 
function v = visort (v,N)  %#eml 

temp = v; 

for i=1:N-1 

    m = v(i); 

    k = 1; 

        for j = i+1:N 

        if v(j) < m 

            m = v(j); 

            k = j-i+1; 

        end 

    end 

    for j = 1:k-1 

        v(i+j) = temp(i+j-1); 

    end 

    v(i) = m; 

    for j=1:N 

        temp(j) = v(j); 

    end 

end 

 

3.2.2. Inverse discrete cosine transform (IDCT) 

In our proposed approach, we have employed an inverse-DCT (I-DCT) technique to improve the 

segmentation process. Discrete cosine transforms (DCT) are used to extract the foreground objects in this 

case. In normal cases, DCT is used for the compression process. Here we employ DCT for segmenting the 

object concerning the foreground and background subtraction. Here we consider the DCT attributes of 

decorrelation, preserving features, and complexity reduction to extract the background and foreground to 

segment the object. The utilization of DCT block transformation combined with different procedures brings 

about great retrieval efficiency. Much of the time, DCT could be viewed as a stage of preprocessing pursued 
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by a pretty much complex strategy for the extraction of basic highlights. Then, user-defined functions are 

employed for DCT which makes the segmentation process more effective and the same will be then utilized 

in the next stage of feature extraction. The steps involved in the modified DCT are given as: i) The Initial 

frame is first selected; ii) Then each of the frames is compared with the first frame; and iii) The frame with 

the object and the empty frame is subtracted using the binary segmentation with morphological operations to 

obtain the image of the object alone. 

 

3.3.  Automatic extraction of regional lbp features 

This step extracts the facial points of each facial expression like happy, sad, anger, and so on. Here, 

a regional local binary pattern (LBP) approach is employed to collect the facial points. Local binary pattern 

(LBP) is applied for extracting textural oriented features. It is an operator that defines the invariance of gray-

scale texture measures. The texture is analyzed with multiple scales of combining neighborhood pixels. It is 

simple and robust for a computational study. The steps in local binary pattern are: Let the central pixel be 

estimated as, (𝑋𝑐 , 𝑌𝑐) for color pixels, and the gray pixel is denoted as 𝑔𝑐. The LBP is calculated as:  
 

𝐿𝐵𝑃𝑃,𝑅(𝑥𝑐, 𝑦𝑐) = ∑ 𝑠(𝑔𝑖
𝑃,𝑅 − 𝑔𝑐)

2𝑖−1
𝑃
𝑖=1   

 

where the constraints of s(x) are given as:  

 

𝑠(𝑥) = {1, 𝑖𝑓𝑥 ≥ 0}; {0, 𝑖𝑓𝑥 < 0}  
 

3.4.  Classification using D-CNN 

These feature vectors i.e facial texture points are fed as input to the deep convolutional neural 

networks. D-CNN is fundamentally utilized in convolving an image along with kernels to obtain feature 

maps. The weights within the kernels help to connect every unit of the feature map to prior layers. These 

kernel weights are used at the time of dataset training to enhance the input characteristics. The weights that 

require training within the convolutional layers are lesser than those for layers that are fully connected since 

the kernels are typical to each unit of the specific feature map. Feature vectors of each facial point are fed to 

D-CNN. CNN's functionality can be divided into four major categories.  

i) LBP facial features will be fed to the input layer. 

ii) The output for the neurons associated with the input local regions will be determined by the 

convolutional layer through the computation of a scalar product between the regions associated with the 

volume of the input and the weights of the neurons. 

iii) The pooling layer then downsampled the input, reducing the number of parameters for that particular 

activation.  

iv) The fully connected layer will then generate scores of the classes (based on the activations) that will be 

used in the classification process. 

Once the training of all facial features is completed, the test facial points are fed to the classifier. 

Finally, the emotion of the given input database is done. Figure 5 presents the architecture of the proposed 

approach. It presents the detailed flow diagram of the proposed technique. 
 

Proposed algorithm: 

Step 1: Read the input image from the dataset in ‘png’ format. 

Step 2: Convert RGB to Grayscale image. 

Step 3: Obtaining the histogram from the original image. 

Step 4:  Compare the performance parameters image's performance parameters to the original image's. 

Step 5: Apply a 2D convolution Gaussian operator that is utilized for image smoothing and noise removal. 

Step 6: Each pixel of an image is explored pixel by pixel, substituting each value for the median value of 

the neighboring pixels. 

Step 7: The pixel-by-pixel window scans throughout the whole image. 

Step 8: The median value is calculated when the pixels of the window are first sorted into numeric order 

and then the pixel is replaced with the median value. 

Step 9: Apply Viola jones’s algorithm for face detection. 

Step 10: Image reconstruction by inverse of modified DCT. 

Step 11: Initial frame is first selected. 

Step 12: Set values less than 5 to 0 in DCT matrix. 

Step 13: Then each of the frames is compared with the first frame. 

Step-14: The frame with the object and the empty frame are subtracted using the binary segmentation with 

morphological operations to obtain the image of the object alone. 
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Step 15: Apply the Gabor filter. 

Step 16: Create the gray level co-occurrences matrices (GLCMs). 

Step 17: Derive Statistics from GLCM. 

Step 18: Test feature = [Mean, Standard Deviation, Entropy, RMS, Variance, Smoothness, Kurtosis, 

Skewness, IDM, Gab means, Gab_max, Gab_min]; 

Step 19: These feature vectors i.e facial textural points are fed as input to the deep convolutional neural 

networks. The LBP facial features will be fed to the input layer. 

Step 20: The output for the neurons associated with the input local regions will be determined by the 

convolutional layer through the computation of a scalar product between the regions associated 

with the volume of the input and the weights of the neurons. 

Step 21:  The pooling layer then downsamples the input, reducing the number of parameters for that 

particular activation. 

Step 22: The fully connected layer will then generate scores for the classes (based on the activations) that 

will be used in the classification process. 

Step 23: Define the network layers. 

Step 24: Specify the training options. 

Step 25: Train the network using training data. 

Step 26: Applying confusion matrix to interpreted performance (i.e., accuracy, sensitivity, specificity, 

recall, and precision) 

 

 

 
 

Figure 5. Proposed architecture 

 

 

4. RESULTS AND DISCUSSIONS 

This section explains the analysis of the simulation results and performance evaluation of the 

proposed methodology. The proposed D-CNN method is implemented in the MATLAB programming 

language. The dataset is collected from the public repository, named extended cohn kanade (CK+) that 

contains face images expressing happiness, sadness, anger, and so on. The dataset consists of 593 images 

with 123 concepts. Each input video has a different facial expression from neutral to peak levels with 

640x490 or 640x480 pixels. Initially, the dataset is split into training and testing datasets. The D-CNN makes 

use of training datasets and further, it is evaluated from the testing dataset. The proposed D-CNN is 

compared with the existing SVM.  

Figure 6 present the input image, which is selected from the testing dataset. Figure 7 presents the 

image enhancement process. It is the first step of the implementation process. It employs an auto-

enhancement method that incorporates image brightness, contrast, blur, and smoothing effects. The intensity 

level of each effect is adjusted resulting in the visual quality of the image.  
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Figure 8 presents the Gaussian filtering process. As we know, PSNR and SNR are the most quality 

metric employed to inquire about the quality level of an image. This process reduces the blurriness of the image. 

By doing so, the contrast and edge of the image are preserved. The PSNR value is 46.9594 and SNR is 40.6113.  

The Figure 9 presents the adaptive mean filtering process. It eliminates the salt-and-pepper noise 

that enhances the quality of non-noise pixels. The PSNR value is 38.7072 and SNR is 32.3591. Figure 10 

represents the Wiener filter process. It removes the additive and spectra noise under a random process. The 

PSNR value is 9.1759 and SNR is 2.8278.  

 

 

 
 

 

Figure 6. Input image Figure 7. Image enhancement process 

 

 

 
 

Figure 8. Gaussian filtering process 

 

 
 

Figure 9. The adaptive mean filtering process 

   

 

 
 

Figure 10. Wiener filter process 

 

 

Figure 11 represents the segmentation process. Here, the face region is extracted from other 

background images. By the application of the VJ technique, the face image is cropped with the best features 

model. Figure 12 presents the inverse-DCT that exactly crops the facial points for identifying the facial 

expression. Finally, the output of inverse-DCT is fed into the D-CNN that recognizes given facial expression 

i.e., anger, which is shown. 
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Figure 11. Segmentation process  

 

 

  
 

Figure 12. Inverse-DCT 
 

 

The configuration matric is used for representing the result and to calculate the performance 

parameters such as accuracy, recall, sensitivity, specificity, and precision. A confusion matrix is generated on 

all criteria’s to empirically evaluate the performance of developed authentication schemes. Where: 

i) True positive (TP) = Number of original authentication credentials that have been authenticated 

successfully by the authentication system.  

ii) True negative (TN) = Number of fake authentication credentials that have been rejected successfully by 

the authentication system. 

iii) False positive (FP) = Number of fake authentication credentials that have been authenticated by the 

authentication system.  

iv) False negatives (FN) = Number of original credentials that have been rejected by the authentication 

system. 

For the validation of the proposed technique and the existing technique 593 image authentication 

credentials has been used. Fake credentials have a random chance of any one of the parameters used for 

authentication such as change of image part or change of random number. Some instances have been applied 

for all the image parameters for both techniques. After validation class labels are classified into four 

categories as shown in Table 2. The same has been applied to all the parameters of the image for the 

techniques. 
 

 

Table 2. Confusion matrix representation 
 Actual Authenticated  Actual Rejected 

Predicted authenticated True positive (TP) False positive (FP) 

Predicted rejected  False negative (FN) True negative (TN) 

 

 

Evaluation metrics are the criteria that define a specific quantitative evaluation of a developed 

system or proposed technique. This work is evaluated on evaluation metrics such as precision, recall, false 

positive rate (FPR), overall accuracy, and F-measure which are as follows: 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Multi-feature based automatic facial expression recognition using deep convolutional … (Anjali Dixit) 

1417 

a) Accuracy: Measure the number of absolutely, correctly classified instances either positive or negative 

divided by the entire number of instances. The equation for computing the overall accuracy is: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁) ∗  100 (1) 
 

b) Precision (P): It represents the rate of cases of authentication credentials authenticated successfully that 

are the original credentials. The equation to calculate it is as follows: 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) =  𝑇𝑃/ (𝑇𝑃 +  𝐹𝑃)  ∗ 100 (2) 
 

c) Recall: (TPR): It is also called the True positive rate (TPR). It is the rate of the number of original 

credentials authenticated correctly. The TPR defines how many correct positive results occur among all 

positive samples available during the test. TPR is equivalent to sensitivity and its equation is: 
 

𝑅𝑒𝑐𝑎𝑙𝑙/𝑇𝑃𝑅 =  𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) ∗ 100 (3) 
 

d) Specificity: It is calculated as the number of correct negative predictions divided by the total number of 

negatives. It is also called true negative rate (TNR). The equation for computing the specificity: 
 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (𝑆𝑃)  =  𝑇𝑁/ (𝑇𝑁 +  𝐹𝑃) ∗ 100 (4) 
 

Table 3 shows the achieved performance parameters for existing and new strategies, and Figure 13 

shows a graphical representation of the performance parameters obtained from both existing and proposed 

techniques. Several exhaustive tests have been carried out to ensure that the desired accuracy is minimized. 

An in-depth study of many aspects of the generation of SVM and DCNN with an emphasis on parameters 

that affect the accuracy of FER classification. Specifically, a dependency on the number of base group 

classifiers, various SVM techniques, and various aggregation schemes. The ultimate goal is to make some 

guidelines to build efficient CNN ensembles. It has been discovered, for example, that utilizing various 

sources of variability is critical for improving overall accuracy. Pre-processing and pre-trainer procedures 

may provide for this purpose sufficient variability across the basic classifiers, whereas the use of various 

seeds does not appear to be an effective solution. Several images of six basic expressions are considered for 

testing the proposed techniques and achieved results are explained in the Table 4 concerning all the 

expressions. Figure 14 shows the graphical representation of the result achieved for different expressions. 

The proposed technique finally gives results after applying configuration matrices for the calculation of 

accuracy, recall, sensitivity specificity, and precision for each image. 
 

 

Table 3. Performance metrics analysis-existing and proposed 
Metric  Proposed (D-CNN) Existing (SVM) 

Accuracy 91.22 76.30 

Recall 86.36 86.36 

Sensitivity 86.36 86.37 

Specificity 91.68 75.45 

Precision 67.50 20.28 

 

 

 
 

Figure 13. Performance chart-existing and proposed 
 

 

Table 4. Performance matric for six different expressions 
Metric Anger Disgust Happy Neutral Sad Surprise 

Accuracy 93.7008 92.0792 93.0435 93.7984 94.3463 98.5946 

Recall 97.6834 94.1748 96.7614 97.7860 98.2659 98.4416 

Sensitivity 97.6834 94.1748 96.7614 97.7860 98.2659 98.4416 

Specificity 91.6501 91.6501 91.6501 91.6501 91.6501 91.6501 

Precision 85.7627 69.7842 81.1659 86.3192 89.0052 90.0238 
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Figure 14. Curve represents the performance parameters for different expressions 

 

 

5. CONCLUSION 

In this research paper, we have proposed a multi-feature-based deep convolutional neural networks 

(D-CNN) that identifies the facial expression of the human face. The literature states that the local 

information is being misused in the case of recognition processes that degrade the performance of the 

recognition systems. A multi-feature learning model is employed in this study to overcome the false 

recognition rate issue. The collected images are preprocessed and enhanced via three filtering methods: 

Gaussian, Wiener, and adaptive mean filtering. The preprocessed image is then segmented using a face 

detection algorithm. The detected face is further applied with LBP that extracts the facial points of each facial 

expression. These are then fed into the D-CNN that effectively recognizes the facial expression using the 

features of the facial poi. The proposed D-CNN is implemented with the existing SVM. Compared to the 

SVM, the analysis of deep features helps to extract the local information of the data without incurring a 

higher computational effort.  
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