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ABSTRACT

Iris biometric modality possesses inherent characteristics which make the iris recogni-
tion system highly reliable and noninvasive. Nowadays, research in this area is chal-
lenging compact template size and fast verification algorithms. Special efforts have
been employed to minimize the size of the extracted features without degrading the
performance of the iris recognition system. In response, we propose an improved
feature fusion approach based on multilinear subspace learning to analyze Iris recog-
nition. This approach consists of four stages. In the first stage, the eye image is seg-
mented to extract the iris region. In the second step, wavelet packet decomposition is
conducted to extract features of the iris image, since good time and frequency resolu-
tions can be provided simultaneously by the wavelet packet decomposition. In the next
step, all decomposed nodes or packets are arranged as a 3rd order tensor rather than
a long vector, in which feature fusion is directly implemented with multilinear prin-
cipal component analysis (MPCA). This approach provides a more compact or useful
low-dimensional representation directly from the original tensorial representation. Fi-
nally, a discriminative tensor feature selection mechanism and classification strategy
are applied to iris recognition problem. The obtained results indicate the usefulness of
MPCA to select discriminative features and fuse them effectively. The experimental
results reveal that the proposed tensor-based MPCA approach achieved a competitive
matching performance on the SDUMLA-HMT Iris database with an adequate accept-
able rate.
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1. INTRODUCTION
Iris recognition is one of the most trusted biometric technologies in terms of human identification

and verification with a wide range of applications, including airport automatic check-in, access systems or
humanitarian aid missions, and many more. Compared with face and fingerprint biometric, iris pattern has rich
texture information [1] details such as rings, corona, crypts, contraction furrows, ciliary processes, freckles,
and colouration. Iris patterns are unique and highly distinctive, and non-invasive as well as highly stable with
time. For accurate iris recognition of individuals, the most discriminating information contained in the iris
pattern needs to be extracted. Hence, it is crucial to choose a suitable method for feature extraction [2]. More
discriminating features can be extracted in a wavelet transform (WT) domain than in a time domain. This work
uses significant features extraction based on wavelet packet decomposition (WPD) using Haar wavelet. WPD
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gives reasonably better performance because the dominant frequencies of iris texture are located in the lower
and middle frequency channels.

In the first approach of the experiment, energy (E) based criterion is used to select the appropriate
wavelet packet after 3-level decomposition. Then using an adaptive threshold, appropriate packet coefficients
are quantized into 1, 0 or −1. The feature vector is generated by using the concatenation of quantized coef-
ficients of appropriate energy packets. For the classification of iris recognition system, triangle square ratio
similarity measure is used. This approach is implemented just for comparison with other approaches.

This work is mainly focused to propose a new efficient and robust algorithm for compact feature rep-
resentation and classification of Iris images. The proposed algorithm differs from the existing Iris recognition
system at the feature representation and classification stage. Here, in the second approach of the experiment,
after 3-level WPD of a normalized iris image, all packets WPD except the first packet which represents DC
component, are used to represent the features of the iris image. All of these packets are arranged into a 3rd order
tensor rather than a long vector. This 3rd order tensor is further processed by multilinear principal component
analysis (MPCA), as MPCA represents multidimensional data as tensors rather than vectors, with three key
benefits, preserve the multidimensional structure, lower computational demand, and requires fewer parameters
to estimate [3]. So, by using MPCA, the effective components for each feature can be selected and extracted si-
multaneously, and combined together. These fused components, as a new feature of the iris, is fed to a modified
angle distance (MAD) classifier for automated classification. MPCA is proved to be a more effective method
for multiple feature fusion and representation. The contribution of our work as follows:

- Utilized MPCA for the discriminative feature selection from WPD tensors of iris images and MAD
similarity measure for classification

- The proposed approach create a compact low-dimensional discriminative feature vector and run with
minimum computational time.

- The proposed approach is evaluated with receiver operating characteristic (ROC) and equal error rate
(EER) on the SDUMLA HMT Iris dataset.

The paper is organized as follows: Section 2 describes related work, the proposed MPCA is outlined
in Section 3, the experimental design is presented and the results are discussed in Section 4, and finally, Section
5 concludes the work.

2. RELATED WORK
The most successful proven methods for iris recognition include work proposed by Daughman [4]. In

order to extract iris features, he makes use of quadrature 2D Gabor wavelets and encodes the iris image to a
binary code of 256 bytes (2048 bits) in length, referred as an iris code. Hamming distance is used to indicate
the similarity of two iris codes. Iris recognition system proposed by [5] uses Laplacian of Gaussian filters for
the decomposition of the iris region. Then, constructed Laplacian pyramid to generate a compact iris template.
The similarity between two iris templates is determined using correlation comparison. Boles and Boashash [6]
have proposed a system based on dyadic 1D wavelet transform with the zero crossing detectors for iris feature
extraction and makes use of two dissimilarity functions for comparison of iris representation. They claim that
noise influences can be eliminated with the zero crossing detectors [6].

Zhu et al. [7] employ multi-channel Gabor filtering and the wavelet transform to extract iris feature
vector and makes use of weighted Euclidean distance classifier to identify the iris. An iris image is decomposed
using 2D Haar wavelet transform by [8]. In this work, 87-bit code feature is generated by quantizing the
fourth level high frequency information, and a modified competitive learning neural network (LVQ) is used
for classification. Wavelet packet transform (WPT) using Haar wavelet for extraction of iris texture approach
is used in [9]. In this study, only suitable sub images are selected by applying WPT decomposition. Then,
WPT coefficients of selected sub images are encoded as iris feature vector and compared Manhattan distance
between the two corresponding iris vectors for matching.

The approach proposed by Hariprasath and Venkatasubramanian [10] is based on 2D WPT. First, iris
region is encoded into a sequence of 2D wavelet packet coefficients with a size of the feature vector of 1280
bits. Then, exclusively OR comparisons are made between two different iris codes. The approach presented in
[11] proposes Iris feature extraction using Haar wavelet on IITD database and Hamming distance matcher to
achieve higher verification performance. Recently, biometric authentication proposed by [12] uses continuous
curvelet transform combined with PCA for Iris feature extraction. The performance is evaluated with three
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classifiers - k-nearest neighbors (KNN), support vector machine (SVM), neural network (NN) and achieved
average recognition rates of 91.0%, 93.0%, and 97.0% respectively. According to these previous studies a
wavelet transform is one of the relevant tools to extract the most distinctive features contained in an iris image.
Hence, for tensor representation, WPD was chosen which has linear computational complexity.

MPCA based tensor feature extraction has found widespread use in various applications of computer
vision and pattern recognition, recent applications include face recognition [13], signal processing, handwrit-
ing, digital number recognition, content analysis, anomaly detection in data [14], gait recognition [15]. A new
framework of MPCA for dimensionality reduction and feature extraction of the tensor object is proposed by [3]
with an application to gait recognition. Motivated by the success of MPCA in feature extraction, in this work,
we propose feature fusion using tensor based MPCA for Iris recognition.

3. THE PROPOSED METHOD
In general, the iris recognition system consists of four processing modules - Segmentation, Normalisa-

tion, Feature extraction and encoding, and Matching. Figure 1 shows the block diagram of the proposed feature
fusion method. Here, we aim to effectively perform multiple feature fusion using tensor-based multi-linear
subspace learning method.

Figure 1. Block diagram of the proposed iris recognition system

3.1. Preprocessing
The first step is segmentation, where iris region is isolated from an eye image. This step plays a

key role in the recognition performance. As improper segmentation can lead to incorrect feature extraction,
illumination normalization is performed prior to iris segmentation [16], [17]. In the next step, normalization is
done to transform or map the extracted iris region into a fixed rectangular block as the size of the iris may differ
from one eye to another. For this, Daugman’s Rubber sheet model [4] is used. In this, each pixel of the isolated
iris is remapped to a pair of polar coordinates to make iris representation invariant to the size of iris and pupil
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dilation. Finally, the normalized iris is subjected to feature extraction. Before that, histogram equalization is
performed to enhance the quality of normalized iris.

3.2. Iris feature extraction using WPD
Only the significant features of the iris pattern must be extracted and encoded for accurate recognition

of individuals. In this work, WT is used to extract features from the enhanced iris images. WT analyzes the
signal or image at different frequency bands with different resolutions by decomposing it into approximation
and detail coefficients. The decomposition of the signal into different frequency bands is obtained simply by
successive high pass and low pass filtering of the time domain signal. WT decomposes an image into four sub-
images or sub-bands such as approximation coefficients (LL), horizontal coefficients (LH), vertical coefficients
(HL) and diagonal coefficients (HH). One or more of these sub-bands can be split into smaller sub-bands,
which can be split again, and so on. Hence, more discriminating features can be extracted in a WT domain
than a time domain. However, WT only displays sufficient frequency resolution at low frequencies but poor
frequency resolution at high frequencies.

As an extension of WT, WPD is developed to achieve fine frequency resolution at both low and high
frequencies. In WPD, each of approximation and detailed sub-bands are further processed as opposed to
WT where only approximation sub-bands are further processed. This results in splitting the whole frequency
plane into equally sized bands. Hence, WPD enables us to zoom into desired frequency channels for further
decomposition and yield a better representation of signals [9]. For this reason, WPD is more suitable to extract
local patterns of each iris at different resolution levels, which contains the main diversities of different irises.
In this work, Haar WT was carried out up to 3-level on the enhanced iris images after the normalization step.
Haar is the simplest orthogonal wavelet system, compact support in time, has 1 vanishing moment. It provides
a simple and computationally efficient approach for analysing the local aspects of a signal, defined by (1) and
(2),

ψ(x) =


1, if 0 ≤ x <

1

2
,

−1, if
1

2
≤ x < 1,

0, otherwise

(1)

and Haar scaling function computes average or approximation.

φ(x) =

{
1, if 0 ≤ x < 1,

0, otherwise
(2)

Figure 2 illustrates the WPD structure after 3-level WPD. With the levels computed from top to bot-
tom, time resolution decreases, whereas frequency resolution increases. A quadtree with 64 output sub-images
is generated. The sub-images are referred as packets or nodes that have coefficients of approximation (A),
horizontal detail (H), vertical detail (V) and diagonal detail (D).

Figure 2. WPD structure for 3-level decomposition
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3.3. Feature subset selection and vector creation
In this paper, two approaches are proposed to select the optimal set of features.
Approach 1: Energy Measure based Packet Selection. Energy Measure (E): The energy-based crite-

rion is used to choose useful sub-images for feature encoding as wavelet maxima energy points are capable of
detecting sharp variation points, and of formulating a signal the presentation that is well adapted for charac-
terizing patterns. Energy distribution for an iris image f(x,y) with 1<x<M , and 1<y<N can be calculated using
wavelet packets [18] and energy measure using (3), where M is number of rows and N is number of columns
of the enhanced normalized iris image.

E =
1

MN

M∑
x=1

N∑
y=1

|f(x, y)|2 (3)

Figure 3 shows the average energy distribution of 244 different iris images with Haar WPT. It consists
of total 64 packets ranging from (3,0)(corresponding to node 21) to (3,63)(corresponding to node 84) at 3-level
decomposition. It is observed that if the image has distinct features with some frequency and direction, the
corresponding sub-images or packets have larger energies in wavelet transform.

Number of Packets or subimages at 3-level of WPT
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Figure 3. Average energy distribution of each packets

From Figure 3, appropriate dominant energies are chosen to compute iris code. The node 21 corre-
sponds to packet number (3,0) has offset (DC) information hence, not considered. The subimages at node 22,
23, 29, and 31 retain much higher energy than other sub-images so they are chosen as candidates or samples for
encoding. During the experiment, a combination of appropriate packets is used for the selection of sub-images,
and their coefficients are used to represent the feature vector.

Encoding WPT coefficients: By applying soft threshold (T), an iris feature vector referred as Iriscode
is achieved by quantizing the coefficients into one data element as (4),

Fij =


1, if Cij > T,

−1, if Cij < −T,
0, otherwise

(4)

where Cij the coefficient of subimage, T is a soft threshold and Fij is encoded coefficients of that subimage.
In this experiment, T = 3σ, which is more practical in engineering applications [9]. Here, σ is the standard
deviation of the highest frequency sub-image coefficients, packet number(3, 63), that is, node 84. For enhanced
normalized image size of 50x270, after 3-level wavelet packets decomposition, the size of subimage at level 3
is 7x34 pixels. So every single subimage generates a code of length 238. If the combination of N subimages is
used then it would generate a code of length Nx238.
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Approach 2: MPCA. After extracting wavelet coefficients at 3-level decomposition of the enhanced
normalized iris image, we aim to fuse all of the features effectively to classify iris images. In this work, MPCA,
a tensor-based multi-linear subspace learning method is proposed to perform the multiple-feature fusion. It can
effectively combine and select all of the features extracted from the original image and consider the interre-
lationship among different wavelet packet coefficients, without reshaping tensors into vectors. A concept of
‘tensor’ is introduced to arrange all of the features of one normalized iris image. This work is motivated by mul-
tilinear feature extraction methods presented in [3], the MPCA. Here, we propose a novel tensor based feature
fusion approach using MPCA to select and combine extracted iris features after wavelet packet decomposition.

3.3.1. Tensor notations and representation
A tensor is a N-way array or a multidimensional array [14], and the order of a tensor is the number

of dimensions, also known as ways or modes. In this paper, we denote scalars by lower-case letters (x, y, . . . ),
vectors (one-way array) by boldface letters (x,y, . . .), matrices (two-way array) by boldface capital letters
(X,Y, . . .), and tensors of order three or higher(three-way or higher array) by calligraphic capital letters
(X , Y, . . .). An Nth order tensor is denoted as, X ∈ RI1xI2...xIN . A tensor of Nth order contains N indices
in, where n = 1, . . . , N , and each of which corresponds to the n-mode of X . For example, in this study, size
of the normalized iris is 50x270 pixels after 3-level wavelet packets decomposition, the size of subimage or
packet at level 3 is 7x34 pixels. Total 63 packets excluding the first one (DC component) are used together for
feature fusion. So, the normalized texture can be represented as 7x34x63 three-dimensional tensor objects (3rd

order tensor) with column, row, and number of wavelet packets respectively. The n-mode product of a tensor
X ∈ RI1xI2...xIN with a matrix U ∈ RJnxIn denoted as X xnU, is a tensor with entries [14].

(X xnU)(i1, . . . , in−1, jn, in+1, . . . , iN ) =
∑
in

X (i1, . . . , in).U(jn, in) (5)

3.3.2. MPCA
In pattern recognition, a tensor object is usually defined in high dimensional tensor space. Recog-

nition methods serving directly on this space have the curse of dimensionality problem and many classifiers
behave inadequately given a small number of training samples. Further, handling high dimensional samples
are computationally costly. To deal with this and learn features, directly from tensor without reshaping tensors
into vectors, researchers have attempted multilinear subspace learning [19]. The PCA is mainly used to reduce
data dimension and retain information that characterizes the variation of data as much as possible. However,
conventional PCA was originally proposed to process 1-D vectors, which requires all input data to be converted
into 1-D vectors before analysis. This unfolding process breaks the natural structure of the input data and loses
compact or valuable representations in the original form [14]. PCA also suffers from a small sample prob-
lem when the dimension of the unfolded data is much larger than the number of samples. To overcome these
difficulties, MPCA is proposed by extending the conventional linear PCA based on multilinear algebra.

The proposed MPCA is a multilinear algorithm performing dimensionality reduction in all tensor
modes seeking those bases in each mode that allow projected tensors to capture most of the variation present
in the original tensors. The core of the MPCA algorithm [3] is the eigen-decomposition in each mode so the
distribution of the eigenvalues is expected to impact significantly on the performance of the algorithm. MPCA
has been introduced in detail in [3]. Let, a set of M tensor objects {X1,X2, . . . ,XM} is available for training
with zero mean. Each tensor sampleXm ∈ RI1xI2...xIN assumes values in a tensor space RI1 ⊗ RI2 · · · ⊗ RIN ,
which is the tensor product of N vector spaces RI1 ,RI2 , . . . ,RIN . The MPCA objective is the determination
of N projection matrices {U(n) ∈ RInxPn , n = 1, . . . , N} to map original tensor set {Xm ∈ RI1xI2...xIN }Mm=1

into a tensor subspace {Ym ∈ RP1xP2...xPN }Mm=1 with Pn ≤ In, n = 1, . . . , N the dimensionality of the pro-
jected space is much lower than the original tensor space. Mathematically [3, 14],

Ym = Xm x1U
(1)T x2U

(2)T . . . xNU(N)T ∈ RP1xP2...xPN ,m = 1, . . . ,M (6)

The feature tensor after projection is obtained as {Ym}which captures most of the variation in original
tensor set, and variations are measured by the total tensor scatter, and U(n) is the mode-n projection matrix.
However, it is hard to obtain all N projection matrices simultaneously. For this purpose, the alternating least
square (ALS) algorithm can be used to solve the optimization of projection matrices approximately [3]. Thus,
MPCA formulation is the estimation of the N projection matrices that maximize the total tensor scatter ΨTy as
(7),
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{U(n) ∈ RInxPn}Nn=1 = arg max
{U(n)}

ΨTy (7)

where ΨTy =
M∑

m=1
‖Ym − Ȳ‖2F , Ȳ denotes the mean of projected tensor feature calculated as Ȳ = 1

M

M∑
m=1
Ym.

During testing, a test tensor sample X is first centered by subtracting the mean X̄ obtained from the
training data and then projected using (8) to the MPCA features. For the implementation of MPCA algorithm,
we referred to the code available at MathWorks.

Y = (X − X̄ )x1U
(1)T x2U(2)T . . . xNU(N)T (8)

3.4. Classification or matcher stage
After the discriminant features are extracted, the final step of iris recognition is to design a robust

matcher. The function of this step is to measure how similar or different templates are and to decide whether
they belong to the same person or not. In the training phase, iris code is generated using extracted features for
each iris image and stored as a template in the gallery. During the testing phase, iris code of the query sample is
compared using different distance measures. The result of this computation is then used as the score of match,
with smaller values indicating better matches.

For Approach 1: The most popular distance measures are Euclidean, Manhattan and Cosine distance.
Euclidean and Manhattan distance ignore the correlation which is important for measuring the similarity of
two vectors while Cosine measures the correlation but ignores the distance between two vectors. To take into
account, both, the distance and the correlations between two vectors, triangle square ratio similarity measure
[20] is used, defined as (9),

TSR(a, b) =
‖a− b‖2

‖a‖2 + ‖b‖2
= 1−

(
2‖a‖‖b‖
‖a‖2 + ‖b‖2

)
cosθ (9)

if a and b are unit vectors, then the triangle square ratio is equivalent to Euclidean distance, while ‖a‖ = ‖b‖,
it is equivalent to the cosine criterion [20].

For Approach 2: The performance of tensor based feature fusion is measured using a Modified angle
distance (MAD) similarity measure [3]. It is weighted versions of the cosine angle, defined as (10),

MAD(a, b) = −
N∑

i=1
ai.bi/wi

N∑
i=1

a2
i

N∑
i=1

b2i

(10)

where N is the length of feature vector and w is weight vector.

4. RESULTS AND DISCUSSION
4.1. Experiment on SDUMLA-HMT multimodal database

The experiment is performed on the SDUMLA-HMT Multimodal Database from the Group of Ma-
chine Learning and Applications, Shandong University [21]. This multimodal data set is a comprehensive
collection of five biometric modalities such as face, finger vein, gait, iris and fingerprint of the same subject
and it consists of a total 106 subjects. We have chosen iris modality for testing the proposed algorithms. The
details of iris modality are mentioned in Table 1 and representative images are shown in Figure 4.

Figure 4. Representative iris images from SDUMLA database
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Table 1. Iris SDUMLA-HMT database
Image Resolution (Iris x impressions per Iris) Total Images Format

768x576 Left Iris 106x5 = 530 1060 256 gray level BMP
Right Iris 106x5 = 530

4.2. Proposed implementation
In the pre-processing stage, the iris needs to be isolated from an eye image and then normalized to

the same size. Prior to this, video-based automatic system for iris recognition (VASIR) [22] is used to analyze
the iris image quality. From the quality analysis, it is observed that iris images have very low contrast between
sclera and iris, and hence fail to segment iris correctly. So, iris image contrast enhancement is performed
using ’imadjust’ and log transformation. Iris images are segmented and then normalized using the method
proposed in [23]. That means, the iris region is mapped into fixed dimensions of 50(r) x 270(θ) of polar image
coordinates. The normalized image has low contrast, so adaptive histogram equalization is performed on the
image to adjust the contrast. In the feature extraction stage, 3-level wavelet-packet decomposition is used to
extract WP coefficients as iris features.

In experiment 1, after 3-level Haar WPD of normalized iris, the size of subimage at level 3 is 7x34
pixels. So, every single subimage generates an iris code of length 238. Based on the Energy measure criterion,
N numbers of subimages are selected. The resultant feature vector is the concatenation of quantized coefficients
of selected subimages. If a combination of N subimages is used then it generates iris code of length Nx238. The
performance of different combinations of subimages is shown in Table 2. In the matching stage, NN classifier
with a triangle square ratio is used.

In experiment 2, a tensor model is built in the feature extraction process. To formulate a tensor repre-
sentation of each enhanced normalized image of size 50x270, after 3-level Haar WPD, all 63 subimages (each
of size 7x34) excluding the first one (DC component) are arranged as a three way tensor as X ∈ R7x34x63.
Here, MPCA is introduced, which is a tensor based dimensionality reduction algorithm. Then a novel MPCA-
MAD matcher is constructed which takes advantage of tensor feature extraction and at the same time solves
the problem of formation of more discriminative single feature vector by fusing 3-level WPD subimages coef-
ficients.

4.3. Performance evaluation
The performance of the system is reported using ROC curve and EER. The ROC curve is the per-

centage of genuine attempts accepted (i.e. 1-false rejection rate (FRR)) on the y-axis, against the percentage of
impostor attempts accepted (i.e. false acceptance rate (FAR)) on the x-axis. The ROC curve measures the accu-
racy of the matching process for different threshold values and shows the overall performance of the designed
system. FAR is referred as the probability that imposter sample is taken as genuine while FRR is referred as
the probability that a genuine sample is taken as an imposter one. On the ROC curve, the point where FAR is
equal to FRR is referred as EER. The obtained EER value is used to evaluate the recognition accuracy in our
experiments. In biometrics, the lower value of EER shows the better recognition performance of the system.

In this work, out of 106 subjects, only 61 subjects are selected based on correct segmentation of iris.
We use first 4 images per subject in the training set (61 Classes x 4 impressions per Class) and the remaining for
testing. In our experiments, match scores are calculated by comparing every single image with the remaining
images. The match scores are divided into inter-class and intra-class matching to justify the effectiveness of
the proposed method.

The total number of intra-class comparisons is 366 and that of inter-class comparisons is 29280. Table
2 shows that by selecting the appropriate combination of subimages to encode iris features, the performance
of the recognition system can be improved. The combination results in increasing the length of bit code and
provides more texture information from different subimages. If a subimage having high-frequency noisy energy
gets combined, it results in degrading the performance. The best EER performance of 2.2985% is obtained for
iris code length of 952 using subimages 22, 23, 29, and 31 of Haar WPT. The ROC curves and EER for various
bit lengths of iriscode using Haar WPT are shown in Figure 5.

Multilinear principal component analysis for iris biometric system (Chetana Kamlaskar)
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Table 2. EER performance for different combinations of subimages of HAAR WPT
Subimages Feature Genuine (G) Imposter (I) Matcher

EER%
Encoded (Code length) Trials Trials (Similarity Measure)
22, 23 476 366 29280 Triangle 2.6981
22, 31 476 square 5.6660
23, 31 476 ratio 2.4556
22, 23, 31 714 2.4624
22, 23, 29 714 3.1523
23, 29, 31 714 2.7322
22, 23, 29, 31 952 2.2985

[1]Training Images: No. of Class (N)= 61 and Images per Class (t)= 4
[2] Genuine Trials (G)= N ∗ t ∗ (t− 1)/2 = 366, [3] Imposter Trials (I)= N ∗ (N − 1) ∗ t ∗ t/2= 29280
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Figure 5. ROC curve for Haar WPT

The result of the proposed tensor based MPCA feature fusion is shown in Figure 6 and Table 3.
Here, the performance in terms of EER is tested by varying the number of eigenvectors which represents the
dimension of iris features. Using MPCA, the best performance or the lowest EER of 2.2814% is obtained for
feature vector length of 500 and for the remaining feature dimension, EER is slightly high. For comparison
purposes, the performance of the tensor based MPCA approach is also investigated for the same bit length
of iris code obtained using approach 1. It is seen that the best performance can be obtained by considering
the tensor representation of all 3-level subimages of WPT and then performing multilinear subspace learning
feature fusion using MPCA. Thus, approach 2 has the potential to fuse wavelet packet features of iris into a
single feature vector which is a highly discriminative fused feature with fewer dimensions. Figure 6 shows the
ROC curves of MPCA based feature fusion approach. Thus the proposed tensor-based MPCA approach not
only brings the effect of dimension reduction but also significantly outperforms.
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Figure 6. ROC curve for tensor based MPCA
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Table 3. Performance analysis for different feature dimension of MPCA based approach
Feature(Code length) Genuine Trials(G) Imposter Trials (I) Matcher(Similarity Measure) EER%

256 366 29280 Modified 3.0191
476 Angle 3.3982
485 Distance 3.0396
500 2.2814
501 2.3497
714 2.4010
952 3.1216

[1] Training Images: No. of Class (N)= 61 and Images per Class (t)= 4
[2] Genuine Trials (G)= N ∗ t ∗ (t− 1)/2 = 366, [3] Imposter Trials (I)= N ∗ (N − 1) ∗ t ∗ t/2= 29280

4.4. Comparison with existing methods
The performance comparison of the proposed approaches with the other existing approaches for four

Iris databases are shown in Table 4 along with the feature extraction, classification techniques, and their evalu-
ation protocols. No earlier work found based on MPCA for Iris recognition for direct performance comparison.
From the previous work, it can be noticed that the deep learning approaches are generally outperformed as they
are able to analyse complicated data quite well. However, deep learning-based approaches, while effective, are
very computationally expensive and time-consuming [24]. Further, the training dataset size plays a large role
in the creation of good feature extractors [25]. Comparing with earlier work based on WT and WPD [26]-[29],
our proposed approach shows the encouraging performance among typical algorithms. MPCA utilizes fewer
features while significantly improving recognition accuracy compared to Wavelet packet selection based on
the Energy Measure method for feature vector formation. Thus, our method is more powerful in representing
the texture features and reducing the probability of false match rate. Here, it is worth noting that very few
studies used the SDUMLA-HMT Iris database for evaluating the biometric system. The feature extraction
algorithm based on MPCA+LDA technique [30] can be examined in the further study of the Iris recognition
problem to take into consideration the class relations [25] of the feature sets. Our prototype model ran on PC
with 3.10GHz processor and 8GB RAM. The training and testing processing time shown in Table 4 shows a
significant speedup of execution.

Table 4. Comparsion of iris recognition approaches with their evaluation protocols
Author Iris Database Method Feature Vector Classification Performance Measure
Zhiping et al. [31] CASIA 2D-weighted PCA Normalized Adaptive ANN CRR(%) = 97.7

size:240x20
Ng et al. [26] CASIA-Iris-V3 Haar WT 348 bits Hamming CRR(%) = 98.45
Rai and Yadav [27] CASIA-IrisV1 Haar Wavelet 512 SVM Accuracy(%)= 91.33

decomposition
Dhange et al. [28] IITD DWT+DCT+BPSO Avg.feature Euclidean CRR(%)= 97.81

Selected 56
Ohmaid et al. [29] UBIRIS DWT 24x216 KNN Accuracy(%)= 95
Vishi et al. [32] SDUMLA-HMT VeriEye 6.5 SDK - - EER= 3.30 %
Kamlaskar et al. [33] SDUMLA-HMT 1D Log-Gabor 9600 Hamming EER= 2.59 %
Alay et al. [24] SDUMLA-HMT VGG-16 CNN Feature map Fully connected Accuracy(%)= 98.58

model size: 7x7x512 layers: 4096 nodes
Proposed SDUMLA-HMT WPD 952 Triangle square ratio EER= 2.298 %
Proposed SDUMLA-HMT WPD+MPCA 500 MAD EER= 2.28%

(Training Time 1.911s and Test time 0.0076s)

5. CONCLUSIONS
This paper focuses on the extraction and fusion of features of iris modality. Iris features are extracted

using the WPD technique. Wavelet packet coefficients which are extracted at the 3-level, composed of approx-
imations and details, represent iris features. Here, MPCA is proposed to consider the interrelationship among
different wavelet packet coefficients and generate more discriminating features with compact representation.
So, all wavelet packets are arranged in tensor format and performed a feature fusion based on a multilearning
subspace learning algorithm. It aims to find transformations that preserve the multidimensional data structure,
search for low-dimensional multilinear projections, and perform dimensionality reduction efficiently. These
characteristics make MPCA an efficient feature fusion tool for pattern recognition. The experimental results
show the efficacy of our proposed approach in the fusion of wavelet packet feature sets extracted from an iris
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modality of the SDUMLA-HMT database. Using MPCA, the best performance or the lowest EER of 2.2814%
is obtained for feature vector length of 500 compared to Wavelet packet selection based on Energy Measure
method for feature vector formation. A significant contribution of this study is in significantly reducing the
feature number using MPCA. Thus, making Iris recognition computationally efficient with equally high recog-
nition accuracy. The proposed approach uses distance measure for classification, which can be further improved
using advanced matching or classification methods.
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